Lookalike Audience Expansion: A Graph-Based Model with
LLMs

Rumana Ferdous Munne!, Md Mostafizur Rahman? and Yuji Matsumoto’

'RIKEN Center for Advanced Intelligence Project (AIP), Tokyo, Japan.
2Rakuten Institute of Technology (RIT), Rakuten Group, Inc., Tokyo, Japan.

Abstract

Lookalike modeling is the key to digital marketing, driving product sales and improving ad campaigns
by identifying users similar to a given set of seed users. However, this task presents several challenges.
Companies often handle hundreds of marketing campaigns daily, targeting a large user base, making it
difficult for models that depend solely on high-level features to achieve optimal performance. Additionally,
the limited size of seed lists can lead to over-fitting, requiring models to generalize effectively. Traditional
methods, using deep learning and graph-based approaches, excel at capturing complex user-item relation-
ships but heavily depend on ID-based data and often overlook valuable textual information, such as user
reviews and item descriptions. Moreover, privacy concerns and increasing data regulations further compli-
cate the process, as conventional models frequently rely on sensitive user attributes. To overcome these
challenges, we propose a Graph-Lookalike Model (GLoM) that integrates large language models (LLMs)
into lookalike modeling. GLoM enhances user targeting by combining advanced representation learning
with LLMs, capturing important semantic information in user behavior, sentiments, and preferences, while
preserving the graph structure and incorporating auxiliary textual features. Our experiments show that
GLoM successfully expands the user base across diverse categories like books, movies, electronics, and
automotive, outperforming the baselines.
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1. Introduction

The rapid expansion of the internet has led to a significant increase in digital marketing activities,
with a large number of users interacting with these activities on a daily basis. In this vast online
marketplace with billions of users, it is crucial for marketers to deliver content, ads, or products
to the right audience through recommendation systems or advertising platforms. Lookalike
modeling plays a key role in identifying similar users to a given set of seed users (Figure 1),
thus increasing the chances of achieving specific marketing goals. Leading tech companies like
Facebook, Google [1], Tencent [2], and LinkedIn [3] have developed robust platforms for such
campaigns, yet the task remains complex.

Lookalike model offers significant economic benefits by identifying high-potential users for
marketing campaigns. Traditional methods, which rely on demographic data or purchasing be-
havior, often miss latent users and depend solely on implicit feedback. The lack of generalization,
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Figure 1: Overview of Lookalike Audience Expansion.

user sentiment understanding, and insufficient seed users make things more challenging. Scaling
these models to meet campaign needs is another significant challenge. An effective model must
capture both explicit and implicit user traits, incorporate user sentiments, and scale efficiently.
Deep learning [4, 5] and graph-based algorithms [6, 7], commonly used in recommender systems,
have shown promise for lookalike modeling. Graph-based models [6, 7] have demonstrated re-
markable capabilities in capturing complex user-item relationships. However, these models often
operate on mapped user/item information for learning. The use of demographic or location-based
data also raises privacy concerns. Moreover, the primary reliance on mapped data in graph-based
models may overlook valuable information, such as the rich textual content associated with users
and items.

An ideal lookalike model should go beyond basic user preferences and incorporate hidden
factors such as user sentiments and user experiences. Large Language Models (LLMs) can play a
pivotal role in analyzing user reviews and ratings to identify patterns of user-user similarity based
on text data. Understanding how users feel about their purchases provides deeper insights while
reducing reliance on private information. The proposed GLoM model addresses these limitations
by avoiding the use of private user data and instead utilizing purchase interactions alongside
publicly available data, such as product reviews and LLM-generated user or item profiles. An
effective lookalike model should account not only for users preferences but also for factors
such as affordability and lifestyle. For instance, a user purchasing electric car accessories might
also be interested in smart home devices, such as Amazon Alexa, smart thermostats, or energy
management hubs. This suggests that while the user actively engages with automotive products,
they may have relevant interests in other domains where they lack a purchase history. It also
highlights the potential for targeting users who can afford premium items but remain overlooked
if the model focuses only on single-domain data. To address these limitations, our approach
incorporates users’ complex cross-domain behaviors and item similarity patterns to deliver more
comprehensive and effective audience expansion for user targeting.

Understanding complex relationships between users and items, as well as identifying users with
similar behaviors, requires effective data structures like Knowledge Graphs (KGs) [8, 9, 10, 11].
KGs represent information as triples, where each triple encodes a factual relationship. The
proposed GLoM model utilizes a knowledge graph constructed from user-item interactions,
generated user and item polarity (i.e., whether a user likes or dislikes an item), and user-user
similarity connections. LLMs excel at capturing the semantic meaning of entities, relationships,



and text-encoded triples. However, they struggle to model the structural relationships inherent in
graph data. Conversely, Graph Neural Networks (GNNs) are well-suited for processing graph
structures but lack the ability to fully grasp the rich textual semantics that LL.Ms handle effectively.
By combining the strengths of both LLMs and GNNs, GLoM creates a comprehensive model that
integrates structural and semantic insights, enabling accurate user behavior analysis and effective
lookalike modeling.

GLoM integrates a pre-trained embedding model with a graph convolutional network to
identify lookalike users. During pre-training, user and item profiles generated by LLMs are
leveraged with a knowledge graph. This pre-training and fine-tuning paradigm allows GLoM
to extract informative and transferable knowledge from abundant unlabelled data through self-
supervision tasks such as masked language modeling. This approach is particularly beneficial
when the labeled seed list for user targeting is insufficient, as it avoids the need to train a new
model from scratch, maintaining the integrity of the pre-trained model. GLoM employs three
different aggregation techniques (please refer to Sec. 3.8.1) for node features, enhancing the pre-
trained model with effective smoothing. This approach mitigates issues such as oversmoothing
and irrelevant smoothing, thereby improving the precision of lookalike modeling. The main
contributions of our work are organized as follows:

* We propose a novel two-stage model, GLoM, which leverages LLMs and KGs for the
lookalike audience expansion problem to demonstrate its effectiveness and robustness.

* To the best of our knowledge, GLoM is the first lookalike model that combines the strengths
of Large Language Models (LLMs) for semantic understanding and Graph Neural Networks
(GNN&s) for structural analysis.

* We introduce a pre-training and fine-tuning paradigm that utilizes self-supervised tasks,
to extract transferable knowledge from abundant unlabeled data, reducing dependency on
labeled seed lists.

* GLoM employs Large Language Models (LLMs) to generate user and item profiles, along
with user-item polarity (e.g., whether a user likes or dislikes an item), providing valuable
semantic insights for improved lookalike modeling.

* GLoM significantly outperforms state-of-the-art (SOTA) lookalike models across four
public datasets.

2. Related Works

In this section, we review related work on lookalike modeling, focusing on various approaches in-
cluding similarity-based methods, clustering techniques, rule-based methods, multi-task learning,
and graph-based models.

Similarity-based methods, such as those proposed by [12], expand a given seed list by calculat-
ing the similarity between pairs of seed users and candidate users using predefined metrics like
Cosine or Jaccard similarity. Several studies have explored approaches to lookalike modeling,
such as k-means clustering [13, 14], which offers simplicity but faces challenges in capturing
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Figure 2: The model structure of the Graph Lookalike Model (GLoM).

complex and high-dimensional relationships. Clustering-based models are also quite popular
when the number of tasks or campaigns is limited [13, 15, 16]. These models primarily cluster
users to generate a candidate set, which is then filtered using a regression model. However, this
approach compromises on precision and algorithmic complexity to prioritize online performance.

On the other hand, rule-based methods identify similar users based on specific demographic
features or interests, as targeted by marketers. These methods typically rely on user profile mining
to infer interest tags from user behavior [17]. The limitations of similarity-based and rule-based
models are: the former depends on the choice of the similarity function, and the latter captures
only high-level features, often leading to suboptimal performance. GLoM addresses these issues
by incorporating semantic understanding and more complex relationship modeling.

Multi-task learning has also been explored for lookalike modeling. This approach allows for
simultaneous learning across multiple tasks, potentially improving efficiency [18]. However,
existing multi-task methods are generally designed for scenarios with fewer than five tasks [15],
limiting their applicability in real-world settings where hundreds of marketing campaigns run
daily. Model-based methods train customized prediction models for each campaign or task, and
GLoM falls into this category. For example, logistic regression (LR) has been utilized to expand
audiences, which proved effective [19]. One-stage methods that train models from scratch for each
campaign are time-consuming and prone to overfitting. More recently, two-stage approaches [20,
2] have been proposed to pretrain embeddings using data from all campaigns. Rakuten employed a
lookalike model for its advertising platform, relying heavily on demographics,user/item attributes
and user-item interactions [21, 22, 23]. While it achieves strong performance, comparison
is challenging as the data is not publicly available. However, these methods often overlook
generalization, task relationships, and semantic understanding. In contrast, GLoM efficiently
addresses these challenges.



3. Graph Lookalike Model (GLoM)

3.1. Preliminaries

Problem Statement: In a lookalike setting, a list of m seed users S, = (uy, uy, ..., ty,) is given to
the model and the task is to find k similar users to the seed list S, where k > m.

Knowledge Graph: A Knowledge Graph (KG) is a directed, labeled graph G = (V, E, R) where:
Vis the set of entities (nodes), R is the set of relations (edge types), and E C V x R x V'is the set of
triples (vi,r, v,) representing directed edges, where v;, v, € Vand r € R.

Our proposed GLoM operates in two stages: a pre-training stage and a graph learning stage. In
the pre-training stage, we use LLM-based user/item profile generation and knowledge graph to
generate the pre-trained embeddings for the graph learning stage. We construct a knowledge graph
using data from user-item interactions, user-item polarity edges (please refer to Sec. 3.3) and
user-user similarity edges (please refer to Sec. 3.4). We represent a triplet as (u,r, v). Hereafter,
bold lowercase letters indicate embeddings, and bold uppercase letters denote matrices. Figure 2
demonstrates GLoM’s model architecture.

3.2. User and Item Profile Generation

In this section, we describe how we create textual descriptions, or profiles, for users and items
for GLoM. These profiles improve the understanding of user and item interaction preferences
by adding textual information related to them. For user and item profile generation, we use
two types of information: one is the input prompt for users or items M,, and M,, and the other
is the general prompt guideline S, and S,. So, the user and item profiles are generated as:
P,=LLM(M,,S,), P,=LLM(M,,S,). We discuss the process in detail in the sections below.

3.2.1. Input Prompt for User

In the context of user profile generation, Large Language Models can be utilized to effectively
encapsulate the particular types of items that users are likely to purchase. By leveraging collabo-
rative filtering, the system generates a user profile P, by first identifying items I, with which the
user u has interacted. A subset I, of these items is then uniformly sampled. For each item vin this
subset, a textual representation ¢, = [z, P,, r¥] is created, where 7 is the title, P, is the previously
generated item profile, and r¥ is the review provided by the user u. The input prompt M, for
generating the user profile is then defined as M, = f,({c, | v € I,}), where f,(-) organizes these
textual attributes into a coherent string. This approach provides a comprehensive representation
of the users personalized tastes and preferences, ensuring that the generated profile accurately
reflects their real opinions and interests (Figure 3).

3.2.2. Input Prompt for Item

For item profile generation, LLMs can be guided to produce profiles that accurately reflect the
appealing characteristics of items. The textual information of an item v € Vis categorized into
four types: title 7, original description §, item attributes y = {yy, ..., }/|y|}, and a collection of n



Input Prompt for User (M,)

Purchased Items [

Title: Wall-E (Mandarin Chinese Edition)

Category: ['Movies & TV’, ’Characters & Series’, "Wall-E’]

Description: ["Pixar genius reigns in this funny romantic comedy, which stars a robot who says absolutely nothing for a full 25
minutes yet somehow completely transfixes and endears himself to the audience within th...”]

Review: "Happy to have found this video. How’s of children entertainment.”

Title: Spy: Susan Cooper Undercover

Category: ["Movies & TV’, "Blu-ray’, 'Movies’]

Description: [?Quick Shipping !!! New And Sealed !!! This Disc WILL NOT play on standard US DVD player. A multi-region
PAL/NTSC DVD player is request to view it in USA/Canada. Please Review Description...”]

Review: ”Glad to have found this dvd, funny show.”

Title: Rocky Horror Picture Show VHS

Category: ["Movies & TV’, ’Art House & International’, "By Country’, "United Kingdom’, 'Music & Musicals’]
Description: ["Rocky Horror Picture Show [VHS]..”]

Review: "Love this show. Glad I found it on dvd.

Title: Megamind

Category: ["Movies & TV, ’Science Fiction & Fantasy’, ’Science Fiction’, ’Animation’]

Description: [” A smart, funny and original treat, Michael O’Sullivan, The Washington Post, DreamWorks Animations Megamind
puts a whole new hilarious twist on the superhero movie....”]

Review: ["Really enjoyed!]

General Prompt Guideline for User (S,)

Prompt : Generate a user profile based on the items purchased and the reviews provided by the user within 100 words

Guideline:
¢ Identify which genre of item the user interested in
¢ Identify what key features he looks in the item

* Note any comparisons, notable features, or unique aspects mentioned

Generated User Profile
GPT 4 Turbo: Based on the reviewed movies, the user enjoys entertaining and humorous films, particularly those suitable for
children and family viewing. He appreciate well-crafted animated features and unique or cult classics. The user values quick shipping
and format compatibility when purchasing DVDs, and the seek engaging, high-quality content across various genres.

LLaMa3-70B : The user’s reviews suggest a strong interest in children’s entertainment, prioritizing humor and enjoyment for kids.
They appreciate films with unique twists, such as the silent robot in Wall-E. Convenience is also important, with a preference for
quick shipping and new, sealed DVDs. Region and format seem non-essential, as they’ve purchased international DVDs. Their
preferred genre is likely science fiction, animation, and comedy. With a focus on family-friendly content, they seek movies that are
fun and engaging.

Figure 3: User profile generation.

user reviews r = {ry,...,r,}. The input prompt M, for generating the item profile is structured
as M, = f,(x) with respect to x = [r,d,y,7 C r]. The function f,(-) combines these various text
features into a single string, ensuring the inclusion of item descriptions or selected user reviews.
This ensures that the LLLM generates item profiles that accurately capture the distinct attributes
and qualities that make the item appealing to users (Figure 4).

3.2.3. User/Item Profile Generation Example

This section presents examples of generating user and item profiles using large language models,
with a focus on the Amazon-Movies and TV dataset. While we showcase specific examples
from this dataset, the same approach is applied to other datasets such as Books, Electronics, and
Automotive, with slight variations in the prompts for general prompt guideline tailored to the
item type. For instance, for books, the prompt might ask, "What kind of story would the user



Input Prompt for Item (M,)

Item data
Title: Megamind
Category: ["Movies & TV’, *Science Fiction & Fantasy’, ’Science Fiction’, ’Animation’]
Subset of Reviews: ["Really enjoyed!”, "My favourite movie, I will recommend...”, ...]
Description: [”A smart, funny and original treat, Michael O’Sullivan, The Washington Post, DreamWorks Animations Megamind
puts a whole new hilarious twist on the superhero movie.”, ’Super villain Megamind$ (Will Ferrell) dreams have come true when he
conquers the city$ protector Metro Man (Brad Pitt) gaining control of Metro City. But when a new villain (Jonah Hill) is created
and chaos runs rampant, the world$ biggest "mind” and his comic sidekick Minion (David Cross) might actually save the day. With
an all-star cast - including Tina Fey - and amazing animation, Megamind is packed with high-flying action and non-stop laughs.,
”Villainy is a way of life, but if a villain doesn’t have a hero to battle, can he still expect the same sense of satisfaction from his evil
deeds? When Megamind (Will Ferrell) finally defeats his long-time nemesis Metro Man (Brad Pitt), he ecstatically goes about
laying ruin to Metro City, reveling in the fact that he can now have anything he wants. Surprisingly, Megamind’s glee quickly turns
to dissatisfaction as he realizes that the battle was half the fun and everything comes too easy now. Thus begins a plot to turn the
nerdy Hal (Jonah Hill) into Tighten, a new hero for Megamind to battle. What Megamind doesn’t count on is that Tighten may not
turn out to be as good as he’s meant to be. Nor does he anticipate falling in love with his old rival’s girl Roxanne Ritchi (Tina Fey).
In the end, Megamind finds he must rethink his assumptions about good, bad, and what makes him happy. <i>Megamind</i>
and <i>Despicable Me</i> are remarkably similar movies: both deal with villains who are unfulfilled by their evil ways and who,
despite their despicable natures, have some essential goodness deep down inside. Both villains are presented in highly stylized
animation and the 3-D effects in each film are skillful and effective without being overdone. Megamind has Minion, who watches
over him, while Gru has a whole crew of mindless minions supporting his evil ventures. Finally, both films are solidly entertaining.
Because the two films were released within a few months of one another, speculation about who copied who will no doubt run
rampant, but the bottom line is that both films are well worth seeing. (Ages 7 and older) <i>-Tami Horiuchi</i>"]

General Prompt Guideline for User (S,)

Prompt : Create a summary from this data about the movie within 100 words

Guideline:
¢ Identify the main plot points or themes presented in the description.
* Highlight key characters and their roles.
¢ Summarize the overall premise and main events of the item.

* Note any comparisons, notable features, or unique aspects mentioned.

Generated Item Profile
GPT 4 Turbo: Megamind is a hilarious animated superhero movie that puts a unique twist on the genre. After villain Megamind
(Will Ferrell) finally defeats his nemesis, Metro Man (Brad Pitt), he takes control of Metro City but quickly grows bored without a
hero to battle. In an attempt to reignite the excitement, he creates a new rival, Tighten (Jonah Hill), but things don’t go as planned.
With the help of his sidekick Minion (David Cross) and love interest Roxanne Ritchi (Tina Fey), Megamind must reconsider his
views on good and evil. Packed with action and laughs, Megamind is a must-watch family film.

LLaMa3-70B: Megamind is an animated superhero comedy that tells the story of a supervillain named Megamind (Will Ferrell) who
conquers Metro City’s protector, Metro Man (Brad Pitt). Feeling unsatisfied with his easy victory, Megamind creates a new hero,
Tighten, and battles him. Along the way, he falls in love with Roxanne Ritchi (Tina Fey), a journalist. The movie explores themes
of fulfillment and friendship, with standout characters.

Figure 4: Ttem profile generation.

enjoy?", whereas for automotive, it could inquire, "What car features are important to the user?".

In generating user profiles, LLMs (e.g., GPT-4 Turbo) are prompted to summarize the types
of items that would appeal to the user based on their past purchases and reviews. Item profiles
incorporate insights from how different users reviewed the product, with a focus on its unique fea-
tures. This methodology ensures accurate and insightful summaries, enhancing the performance
of GLoM. Figures 3 and 4 depict user and item profile examples from the Amazon-Movies and
TV dataset, respectively.

3.2.4. Fixed-size Embeddings

To convert user and item profiles into fixed-size embeddings, we utilize the approach outlined in
[24]. The method involves creating a fixed-dimensional vector representation for each profile by
applying a model fine-tuned with specific instructions for various tasks. Given a user profile P,
or an item profile P,, the embeddings E, and E, for the user and item profiles are computed as:



u, = fe(P,), Vp, = fo(P,). Here, f,() represents the function to transform the text inputs into
fixed-size vectors while preserving the contextual information of the generated profiles.

3.3. User-Item Polarity Edge Creation

To refine the relationship between users and items, we introduce the concept of user-item polarity
edge creation. This approach is based on the feedback a user u provides about a specific item v.
The polarity score p,, is derived from analyzing the review score by combining the user rating
with the sentiment expressed in the review text. This score is then used to define a polarity edge
as ey, = (u, v, py,), representing the strength and direction of the interaction between the user and
the item. These polarity edges are integrated into the KG. To calculate the polarity score, our
model utilizes sentiment analysis to extract sentiment scores from reviews, following the method
described by Hartmann et al. [25]. It calculates the average sentiment score across all reviews and
compares the sentiment of a specific review to this average. If the sentiment score of the user’s
review for an item is greater than or equal to the average score, it is counted as the user liking
the item; otherwise, it is considered the opposite. By combining this sentiment analysis with the
user rating, the model provides a more contextual understanding of user feedback, distinguishing
between outlier opinions and the general perspective. The model assigns a weight to both the user
rating r¥ and the sentiment score s¥ as: p,, = a xr + (1 — ) x sy. Here, a represents the weight
for the user rating, while (1 — «) represents the weight for the sentiment score. This equation
balances the influence of the numerical rating and the sentiment expressed in the review, resulting
in a more accurate and nuanced assessment of the review’s actual value.

3.4. User-User Similarity Edge Generation

We define a user-user similarity edge based on the similarity between users u, and u,, denoted
as ey y, = (g, Ug, sim(uy, up)). The similarity is calculated based on the cosine similarity of their
polarity scores p, which measures the angle between vectors representing the polarity scores for
items both users have rated. The similarity function between users u, and w, is given by:

ZVECM (puu,v - ﬁua) (pu,,,v - puh)
\/ZVGCM (pua,v - puﬂ)2\/2v€CM (pu,,,v - pub)z

where p, = m D vecm Pua and, p, = m > vecm Pvp- CM represents the set of items rated by both users

(D

Sim(ua, ub) =

u, and u, p, , and p, , are the polarity scores for item v given by users u, and u,, and p, and p,, are the
average polarity scores for users u, and wu,, respectively. If the similarity score between two users exceeds
the threshold t;,, it indicates they share similar online buying behavior. This similarity computation
leverages both the ratings and the sentiment expressed in the ratings, providing a comprehensive measure
of user similarity for collaborative filtering.

3.5. Pre-trained Model (PM)

In the pre-training stage, we aim to design an architecture that can efficiently and jointly reason over text
and structured data. The knowledge graph provides rich information and a solid knowledge base for solving
the lookalike problem, but they lack language understanding. To ease this we introduce a pre-trained
model f,.(+;0,) parameterized with 6. which learns graph structure along with generated texts. This



model is designed to generate embeddings of entities e € E in the knowledge graph G, formulated as
he = f;)re(G; epre)'

We propose two types of entity representations: interaction-based and profile-based. Interaction-based
representations capture interaction facts, including polarity and similarity information, while profile-based
representations focus on textual and semantic details. These two representations are learned simultaneously
in the same vector space without enforcing unification. The pretraining energy function is defined
as:F = F;+ Fe, where F 4 is the energy function of interaction-based representations defined as:
F 7= |u; + r — v;| and F¢ is the energy function of user and item profile-based representations [26]. To
make the learning process of ¢ compatible with & ;, we define F¢ as:F¢ = Feo + F¢ s+ F 7, Where
Fgg = |u, +r—v, [, in which head and tail are profile generation-based representations of user and
item. Also, we have Fg ; = |u, +1 -V and F ;¢ = |u; + r — v, |. where one of u or v uses profile
generation-based representation and the other uses interaction-based representation. In this paper, we
generate representations for user/item profile using the method described in Sec. 3.6. To capture the
dynamic intentions of users, we design a link prediction task in the pre-trained stage for learning entity
representations, which is defined as:

Loe= Y, Y, ly+flrv)-f@.rv)l,, )

(Wr)E® (' rv)eE

where (u,r,v) is positive triples, which actually exist in the KG, (u’,r,v") is negative triples, y
is the margin, f(u,r,v) is the score function.Here, the score function is defined as f(u,r,v) =
le, + e. — e, 2, where e,, e, and e,, are the embeddings of head entities, relations and tail entities,
respectively. From the other perspective, sum of a head and relation embeddings reaches a near
point to the related tail embeddings, therefore it can be regarded as a query to visit tail entities
related to the head entity with the relation. In this paper, we term it as knowledge query. Later
Graph Learning Model (GLM) aggregates the knowledge queries for aligning neighbor node
embeddings in the vector space.

3.6. Graph Learning Model (GLM)

After the Pre-trained Model, the embeddings are passed through a Graph Convolution Network for
smoothing. Regarding aggregation, GLoM aggregates knowledge queries instead of neighboring
node features. A knowledge query (for definition refer to Sec. 3.5) from a source node u to a
destination node v with a relation r, aggregated during the update of the destination node features,
is defined as: Q(u,r,v) = e, + .. Here, ¢, and e, represent embeddings of the source node and the
relation, respectively, and the triple (u,r,v) exists within the Knowledge Graph (KG). One of the
primary benefits of aggregating knowledge queries is the alignment of node embeddings within
the vector space. In the update phase, GLoM combines the aggregated knowledge queries with
the target node embedding using linear transformation.

3.6.1. Aggregator

Here, we propose mean and attention-based aggregators. We redefine the notation of knowledge

queries for multiple layers of GLoM as: Qé;lr v = hf]l + hﬁ_l, where [ indicates the l-th layer,

@éu ) is the I-th query from source u to destination v with relation r, and k., and k. represent

the I-th embeddings of the source and relation, respectively. Initial embeddings of all nodes and



relations obtained from PM are utilized, i.e., h’u = e,, hr = e.. Two types of aggregators are
formulated as follows.

Mean aggregator: This aggregator simply computes the average of neighboring knowledge
queries:

ml, = MEAN ({@}! ).u € #(v).r € R(u,v)}) 3)

(urw)?
Here, ml@ is the I-th message of knowledge queries, /4 (v) is the set of neighbor nodes of node v,
R (u,v) is the set of relations between u and v.

Attention aggregator: Unlike the mean aggregator, the attention aggregator weights each
knowledge query based on its importance. Two types of attention aggregators are offered:

le = Z a(u,r,v)Qé;},v) “)
ueN (v)
€u,rv)

a(u,r,v) = (5)

ZkE/V () €kry)

T
(Attn1) ey = (@172,) B ©
(Attn2) €, = LeakyReLU (a” (@[}, | K1) M

where () is the normalized attention coefficient, a € R?H is the trainable parameter, H is the

dimension of the embeddings, and | denotes concatenation. The first method (Eq. (6)) employs
the inner product between the knowledge query and the destination node to calculate attention
coefficients, akin to the attention mechanism of Knowledge Graph Convolutional Networks [27].
The second method (Eq.(7)) introduces trainable parameters that enable automatic adjustment of
how knowledge queries are aggregated based on the loss function.

3.6.2. Update

After aggregating the knowledge queries, new embeddings for all nodes and relations are obtained
by combining the destination node embedding with the aggregated queries. The update rule is as:
B, = Wi/~ + ml@) + ¥, r' = Wi=1 + bl Here, B, and # are the updated embeddings for target
nodes v and relations, serving as inputs for the next layer. W' and b are the trainable parameters
for the [-th layer. This rule combines the destination node embedding with the aggregated queries
and applies a linear transformation. The same transformation is applied to relation embeddings,
enabling translation between entities and relations. No non-linear functions are used in this
process.

3.7. Lookalike Audience Expansion

Our goal here is to obtain user embeddings for GLoM and retrive a target list for each given seed
list. Therefore, we employ the following unsupervised loss function for training GLM.

Lhinal = Z Z [y + f(hy hy) — f(hy byl ®)

(U T)ePU, T )eP!



Table 1: Statistics of the experimental datasets.

Models Tasks Seeds Expanded Users
Amazon-Books 175 192,49 1,553,694
Amazon-Movies and TV 218 409,337 1,909,337
Amazon-Electronics 190 98,098 1,117,959
Amazon-Automotive 110 254,542 1,696,580

where (%,.%) € Pis the positive pairs of various interactions between users and items,
(%,7") € 97! is the random negative one. We obtain the user embeddings and use these
embeddings with a similarity threshold T to filter the closest users of each seed user and generate
the new list as target prospecting for each marketing campaign as a final output of GLoM
framework.

4. Experiment

To demonstrate that GLoM improves lookalike model performance by utilizing both interactions
and generated textual information, we conducted the following experiments to address the
specified research questions: (RQ1) Does GLoM outperform other lookalike approaches?; (RQ2)
How do different components contribute to the model’s performance?; (RQ3) How do different
user-item profile generations, based on various LLMs, impact pre-training?; (RQ4) How does
GLoM perform with limited seed lists?

4.1. Datasets

We evaluate our model using four Amazon datasets': Books, Movies (TV and Movies), Elec-
tronics, and Automotive. These datasets include user ratings and reviews, which we preprocess
for lookalike modeling. The details of these four datasets are shown in Table 1. The column
‘Tasks’ refers to the number of items in each dataset for which we expanded the user base from
the seed users. For knowledge graph construction, we follow the method outlined in [28]. For
training on the Books, Movies, Electronics, and Automotive datasets, seed:non-seed = positive
samples:negative samples = 1:10. Each dataset contains a seed set and a non-seed set for training,
as well as a set of expanded users for testing. The set of expanded users consists of actual
audiences (positive samples) and other candidate users (negative samples).

4.2. Baselines

We describe various approaches suitable for lookalike audience expansion. We reference a few
baselines from the deployed lookalike model in WeChat [2]. The baseline approaches presented
here aim to predict users as potential targets for advertising campaigns and can run on a single
GPU. Baselines are as follows:

Logistic Regression-based Lookalike Model (LR): An end-to-end Logistic Regression (LR)
classifier based on the raw features [19].

'https://amazon-reviews-2023.github.io



Table 2: Model Performance on Amazon public datasets. We report the mean results over five
runs. The best results are marked with a superscript asterisk (*), and the second-best results are
underlined.

Amazon-Books Amazon-Movies Amazon-Electronics Amazon-Automotive
Models Prec. ‘ Recall ‘ Pr-auc | Prec. ‘ Recall ‘ Pr-auc | Prec. ‘ Recall ‘ Pr-auc | Prec. ‘ Recall ‘ Pr-auc
LR 0.364 | 0.544 | 0.517 0.320 | 0.588 | 0.499 0.228 | 0.577 | 0.419 0.421 | 0.590 | 0.571
PM 0.459 | 0.651 | 0.630 0.390 | 0.674 | 0.606 0.314 | 0.675 | 0.517 0.501 | 0.709 | 0.669

GraphSage 0.431 | 0.622 | 0.612 0.344 | 0.606 | 0.549 0.301 | 0.617 | 0.509 0.483 | 0.611 | 0.606
Light GCN 0.431 | 0.639 | 0.624 0.354 | 0.626 | 0.538 0.310 | 0.625 | 0.509 0.496 | 0.632 | 0.611
Pinterest 0.453 | 0.651 | 0.633 0.392 | 0.678 | 0.605 0.314 | 0.679 | 0.513 0.504 | 0.715 | 0.671
MetaHeac 0.451 | 0.656 | 0.644 0.395 | 0.688 | 0.610 0.325 | 0.681 | 0.540 0.506 | 0.723 | 0.693
GLoM-Mean | 0.466 | 0.674 | 0.646 0.425" | 0.697 | 0.627 0.337 | 0.727* | 0.544 0.534 | 0.745 | 0.732
GLoM-Attnl | 0.491* | 0.698* | 0.661* | 0.423 | 0.707 | 0.646" | 0.365" | 0.727* | 0.556 0.553* | 0.759* | 0.745
GLoM-Attn2 | 0.481 | 0.674 | 0.654 0.420 | 0.710" | 0.640 0.361 | 0.713 | 0.557* | 0.549 | 0.741 | 0.748"

Table 3: Ablation Study on all Datasets. U/I Profile denotes User/Item Profile Generation, and
U/I Polarity denotes User/Item Polarity Edge Generation, U/U Similarity denotes user-user
Similarity and PM denotes Pre-training Model. The best results are marked with a superscript
asterisk (*).

Models Amazon-Books | Amazon-Movies | Amazon-Electronics | Amazon-Automotive
Prec. Recall ‘ Prec. Recall ‘ Prec. Recall ‘ Prec. Recall ‘
GLoM w/o U/I Profile 0.429 0.634 0.356  0.612 0.304 0.617 0.479 0.613
GLoM w/o U/I Polarity 0.482  0.675 0.416  0.673 0.324 0.696 0.514 0.711
GLoM w/o U/U Similarity || 0.471  0.666 0.356  0.612 0.304 0.603 0.499 0.698
GLom w/o PM 0.431  0.622 0.344  0.606 0.298 0.589 0.465 0.601
GLoM 0.491* 0.698* || 0.423* 0.707* || 0.365" 0.727* 0.553* 0.759*

Pre-trained Model (PM): We utilize the user embeddings from the PM (please refer to Sec. 3.2)
model for retrieving the potential users for our experimental datasets.

GraphSAGE: GraphSAGE is a graph-based learning model that generates node embeddings by
sampling and aggregating features from a nodes local neighborhood [6].

LightGCN: LightGCN is a simplified Graph Convolutional Network (GCN) model tailored for
recommendation tasks [7]. An end-to-end LightGCN is used as baseline similar to GraphSage as
GLoM is designed based on graph model.

Pinterest: Pinterest’s two-stage approach is employed as one of our baselines [20]. In the first
stage, a global user embedding model is trained to create user embeddings. In the second stage,
an embedding-based scoring model is used to compute an affinity score for each user in relation
to a specific campaign or task.

MetaHeac: It is a state-of-the-art audience expansion model for advertising and has been
deployed in WeChat [2]. In their paper, they also included LR and Pinterest as baselines.

4.3. Evaluation Protocols and Model settings

The models run on a single GPU NVIDIA Tesla V100. We employ grid search to fine-tune
the hyperparameters, ensuring optimal performance. For the embeddings dimensionality d, we
consider options from {25, 50, 100, 150, 200}, while the learning rate « is chosen from {0.001,
0.01, 0.05, 0.1}, and the margin y is selected from {1, 5, 10}. To generate accurate user and
item profiles, we leverage advanced models including GPT (3.5/4 Turbo), Gemini-1.0-pro, and
LLaMa 3-70B, provided by OpenAl, Google, and Meta, respectively. We implement our method



Datasets
—8— Books
Movies

& Aomote
GLoM o
LLMs Books Movies Electronics Automotive =
Gemini-1.0-pro  0.565  0.625 0.619 0.648 Bos
GPT 3.5 Turbo 0.690 0.689 0.711 0.747
GPT 4 Turbo 0.696* 0.707* 0.727* 0.759* 04
LLaMa 3-70B  0.678 0.701 0.724 0.724

Table 4: Comparison on major LLMs using Recall. = = "

125 150 175 200
Embedding Size

Figure 5: GLoM Performance Across
Datasets with Varying Embedding Sizes.

and baselines using PyTorch 1.8.2 in a Python 3.6 environment, leveraging both PyTorch and the
Deep Graph Library [29] for baseline implementations.

4.4. Performance Comparison (RQ1)

In this experiment, we evaluate the end-to-end performance of all models using Precision, Recall,
and PR-AUC. The actual users who purchased an item are treated as positive examples, while the
remaining candidate users are treated as negative examples. Table 2 presents the performance of
GLoM compared to other baselines.

GLoM operates as a two-stage method, with the first stage focusing on pre-training. Notably,
the pre-trained embeddings (PM) outperformed several baseline models and demonstrated com-
petitive performance against SOTA lookalike model MetaHeac. This highlights the effectiveness
of embedding pre-training in enhancing look-alike modeling performance.

Key observations from the evaluation are as follows: (1) GLoM consistently achieved supe-
rior performance compared to baseline models, providing strong evidence of its effectiveness.
Specifically, GLoM-Attn1 delivered the best results on four public datasets. (2) Compared to
the state-of-the-art lookalike methods such as MetaHeac and Pinterest, GLoM delivers stronger
results. This confirms that GLoM improves user targeting by capturing semantic information
related to user behavior, sentiments, and preferences while preserving the graph structure. Specif-
ically, GLoM-Attnl achieved improvements of 6.40%, 2.76%, 6.75%, and 4.98% compared
to the MetaHeac model on the Books, Movies, Electronics, and Automotive datasets, respec-
tively and also significantly outperforming Pinterest. (3) GLoM outperforms ID-based models
in performance. Models like Light GCN and GraphSage rely heavily on ID-based information,
which may overlook valuable data such as the rich textual information associated with users and
items. This indicates that GLoM’s learned representations effectively capture global collaborative
relationships, going beyond the limitations of ID-based representation techniques. (4) MetaHeac
also performed well in certain cases, such as for Amazon-Electronics. As reported in the paper
[2], it also achieved better performance than the Pinterest on Amazon datasets as well. (5)
GLoM-Mean and GLoM-Attn1 exhibited more stable performance compared to other methods,
with GLoMs Attnl achieved the best results. However, the performance of GLoM-Attn2 was less
stable, potentially due to imbalances in knowledge queries per node. The attention mechanism in



GLoM is guided by the pre-training models loss function, which presents challenges in designing
a specialized attention mechanism for this task.

Figure 5 presents the plotted data for four datasets (Books, Movies, Electronics, and Automotive),
showing recall performance as the embedding size (dimensions) increases. Note that we plot the
embedding size versus recall values specifically for GLoM-Attnl. As the embedding dimensions
grow, recall improves across all datasets at different rates. For most datasets, an embedding size
of 125 performs well.Please note that increasing the embedding size can slow down the expansion
process during real-time marketing campaigns. However, GLoM can efficiently expand the seed
list for the datasets in Table 1 in less than 20 minutes using a single GPU, making it highly
effective for rapid campaign scaling.

4.5. Ablation Study (RQ2)

In this paper, we argue that an effective lookalike model needs to better capture both textual
signals and graph structures. We analyze the effects of user/item profile generation, polarity edges,
user-user similarity, and pre-trained embeddings within our proposed model, GLoM (specifically
GLoM-Attnl). To evaluate these components, we first conduct an ablation study to verify the
effectiveness of each module in the Pre-trained Model (PM) and assess PM’s overall contribution
to GLoM.

We introduce three components in the Pre-trained Model stage, derived from LLM and raw
data: User/Item Profile Generation (Sections 3.2 and 3.3), User/Item Polarity Edge Creation
(Section 3.5), and User-User Similarity Edge (Section 3.6). First, we remove the User/Item
Profile Generation (denoted as GLoM w/o U/I Profile). Second, we remove the User/Item
Polarity Edge (denoted as GLoM w/o U/I Polarity). Third, we remove the User-User Similarity
Edge (denoted as GLoM w/o U/U Similarity). Lastly, we evaluate the performance of GLoM
without the Pre-trained Model. The results are shown in Table 3. We observe the following key
findings: 1) The performance of GLoM w/o U/I Profile is the worst compared to GLoM w/o
U/I Polarity and GLoM w/o U/U, indicating that the User/Item Profile Generation using LLMs
effectively captures semantic signals and user behavior trends, leading to improved performance.
2) Among GLoM w/o U/I Polarity and GLoM w/o U/U, the latter proves to be a more critical
component for GLoM. 3) GLoM performs better than GLoM w/o PM, demonstrating that the
pre-training phase generates meaningful user and item embeddings that enhance lookalike model
performance. Overall, the results in Table 3 highlight that all the proposed components are crucial
for constructing an effective lookalike model.

4.6. User-Item Profile Generations using Different LLMs (RQ3)

In this section, we explore the use of different LLMs, such as LLaMa 3-70B, GPT 3.5 and 4 Turbo,
and Gemini-1.0-pro , for generating user and item profiles in GLoM. By leveraging these models,
we aim to capture deeper semantic relationships between users and items. Table 4 shows the
performance of GLoM when using various large language models for user/item profile generation.
We observed that GPT-4 Turbo performed exceptionally well in GLoM, particularly in capturing
textual signals, as reflected in the results achieved by GLoM-Attn1 (Table 4). Its ability to model
complex user behaviors and preferences from textual data led to significant performance gains. In
contrast, LLLaMa demonstrated slightly lower performance compared to GPT-4. Gemini-1.0-pro,
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Figure 6: GLoM’s Dependency on Seed List Size for Lookalike Modeling.

on the other hand, showed a slightly lower performance than both GPT and LLaMa. Since some
users/items have long reviews, and Gemini-1.0-pro is known for handling shorter texts better, this
could be a contributing factor. These findings highlight the critical role that model selection plays
in optimizing user-item profile generation within GLoM, making it essential to choose the right
LLM based on the task at hand.

4.7. Limitations (RQ4)

In lookalike modeling, seed lists serve as the foundation from which the model identifies and
expands to find similar users. However, one key limitation is the model’s heavy dependence on
the quality, representativeness, and size of the seed list. To generalize effectively and ensure
diversity, we intentionally minimize the number of cold users (those with limited data) in the seed
list. If the seed list contains a significant number of cold users, the performance of the GLoM
model is expected to degrade. We conducted experiments to assess GLoMs performance across
different seed list sizes to understand its dependencies. Figure 6 shows GLoMs performance
on various metrics with varying seed sizes. The results indicate that GLoMs performance drops
when the seed list contains fewer than 300 users. However, its performance stabilizes once the
seed list exceeds 500 users. Finetuning smaller LLLMs with domain-specific data can simplify
GLoM’s current model complexity.

5. Conclusion

In this paper, we address the lookalike problem in advertising platforms by introducing a novel
method called the Graph Lookalike Model (GLoM), which leverages the power of Large Language
Models. Our model is likely the first model to successfully integrate LLMs with a graph structure,
capturing both textual and structural information without using sensitive private data. This enables
a deeper understanding of users’ behaviors and preferences to identify similar users for advertising
campaigns. We demonstrate its effectiveness using public Amazon datasets, which provide the
key features required for a lookalike model. Given GLoM’s ability to better understand users, it
has the potential for application in other industrial scenarios, such as recommendation systems,
financial risk analysis, wealth management, and more.
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