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ABSTRACT
With the popularization of data driven decisions in recommen-
dations, next best action predictions, loan approvals, decision on
policies and myriad other applications, it becomes important to ex-
plore closely, whether decisions have inherent biases. When there
are biases in past decisions, that persist in data and are propagated
through machine learning (ML) models. When not corrected, the
predicted outcome from a model can be biased with respect to a
specific attribute, in two ways, group bias and individual bias.

In this work, to avoid learning biased decisions from historic data
a Generative Adversarial Network is used to transform the training
data that is used for predictive models. We introduce two new loss
functions that constrain the transformation so that point-wise de-
viance as well as group bias is reduced, in addition to a loss function
that matches the transformation to the original data in distribution.
The proposed approach is evaluated on a proprietary email market-
ing data set, where the task is to determine which consumers should
receive a targeting message for marketing purposes. The results
show that our approach reduces both group bias and individual
bias in the data with respect to sensitive attribute of loyalty card
membership of the brand who sends the targeting email messages.
Our approach compares favorably to other competing methods.
Moreover, the proposed approach of transformation in the email
marketing data identifies higher number of individuals among those
who had greater engagement with similar emails in the past. These
individuals are more likely to respond to future marketing emails,
for targeting with email marketing messages, a desirable outcome
from predictive modeling of the data. For comparison, we also used
the publicly available Adult data set.
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1 INTRODUCTION
While decisions based on human intuitions may be biased, even
data driven decisions can be discriminatory, because of perpetuated
information within the training data. The proposed approach learns
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a mapping from the original data to a new transformation with
reduced bias, subjected to limited data distortion. This proposed
approach is named ’DebiasGAN’ and is aimed to provide bias cor-
rected training data for input to fitting predictive models, as shown
in Figure 1.

Then we show that, building a predictive model with the trans-
formed data, reduces accuracy of the prediction of who should
receive the next message. The reduction in the accuracy is desir-
able, as it shows that the proposed model is predicting away from
the ground truth, which is based on ’biased’ data.

Let us now consider the notations of the supervised learning
task:

• 𝑌 is a binary random variable representing the classification
decision for an individual.

• 𝑋 is the entire data set for all individuals for different at-
tributes. 𝑥 ∈ 𝑋 is a vector for each of the attributes for all the
individuals. These features can be either binary, multinomial
or continuous variables.

• 𝑆 is an additional binary random variable, whose values rep-
resent the different groups to which an individual can belong
to and for which bias reduction is aimed to be achieved for
the particular outcome 𝑌 . 𝑆 is described as sensitive feature
or the selected feature.

Group bias measures the discrimination with respect to the
sensitive feature 𝑆 and target treatment 𝑌 and when both 𝑌 and 𝑆
are binary, the group bias score, is defined as

𝜙𝐺 = |𝑃 (𝑌 = 𝑦 |𝑆 = 0) − 𝑃 (𝑌 = 𝑦 |𝑆 = 1) |

This score is desired to be as close as possible to 0.
Individual biasmeasures the consistency of treating similar in-

dividuals with similar activity, disregarding the membership status
to different groups of the sensitive feature 𝑆 . This is measured by
first clustering all the individuals into 𝐾 groups, using K-means
clustering of 𝑋 . Then from each cluster, the sum of the individuals
in each of the classes of 𝑌 , which is a binary variable, is calculated.
A ratio is calculated with the size of the smaller of the two classes
of 𝑌 in each cluster as the numerator and the larger one as the
denominator. A weighted sum of this ratio across clusters is the
individual bias, the weight being the relative size of the cluster com-
pared to the complete sample size. More formally, the individual
bias is defined as:

𝜙𝐼 =

𝐾∑
𝑘=1

𝑤𝑘
min[∑𝑖 (𝑌𝑖𝑘 ),∑𝑖 (1 − 𝑌𝑖𝑘 )]
max[∑𝑖 (𝑌𝑖𝑘 ),∑𝑖 (1 − 𝑌𝑖𝑘 )] ,

where all the individuals in the data set are assigned to one of
𝐾 clusters, 𝑌𝑖𝑘 is the decision variable for the 𝑖𝑡ℎ individual (takes
values 0/1) in the𝑘𝑡ℎ cluster.𝑤𝑘 =

𝑛𝑘
𝑁

is the weights for each cluster
in individual bias score, where, 𝑛𝑘 is the number of individuals in
the 𝑘𝑡ℎ cluster and 𝑁 is the total number of individuals in the data
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Figure 1: Bias Correction in Pre-Processing

set. In an ideal situation, each cluster is as similar as possible based
on the individual’s activity and in the absence of individual bias, all
individuals in each cluster will be awarded similarly, that is have
the same value of 𝑌𝑖𝑘 , leading to the value of the numerator in 𝜙𝐼
equal to 0. Thus individual bias score is also desired to be as close
as possible to 0.

2 METHODS
Our proposed architecture for DebiasGAN, as shown in Figure 2
is composed of one generator 𝐺 and three loss functions denoted
by L1, L2 and L𝑀𝑆𝐸 . The input to the generator is from a latent
representation of the original data from a pre-trained autoencoder.

Autoencoder For the autoencoder, the original data used is non-
sensitive feature vectors, 𝑋 and response variable 𝑌 , concatenated
as input. Let us consider the latent representation from this au-
toencoder be 𝑧, which is then used as the input to the DebiasGAN
(Equation 1).

𝑧 = 𝐸𝑛𝑐 (𝑋,𝑌 ) (1)
Decoder learns how to reconstruct the latent representation

in a lower dimension back to the original sample space. The loss
function for the autoencoder training is minimization of Mean
Square Error (MSE) between the original and reconstructed data:

𝐿𝐴𝐸 =𝑚𝑖𝑛∥𝐷𝑒𝑐 (𝐸𝑛𝑐 (𝑋,𝑌 )) − (𝑋,𝑌 )∥22 (2)

DebiasGAN The aim of the adversarial network is to generate
a transformation of data so that it stays as similar as possible to
the original data, but with reduced dependency on the selected
sensitive variable 𝑆 in the relation between 𝑌 and 𝑋 and in the
process transform 𝑋,𝑌 such that individuals with similar values of
transformed 𝑋 , have similar transformed values of 𝑌 .

Δ((𝑋,𝑌 ), (𝑋,𝑌 )) = ∥ [𝑋,𝑦] − [𝑋,𝑦] ∥22 (3)

The proposed approach uses a generator𝐺 that takes the learned
latent feature 𝑧 from the autoencoder as input, and after a three-
layer neural network, outputs (𝑋 ′, 𝑌 ′), under 3 constraints, namely
data distortion, data utility and dependency on the selected feature
for bias correction.

𝐺 (𝑧) = (𝑋 ′, 𝑌 ′) (4)
The three constraints used in our architecture are defined as

follows.
Data Distortion (MSE): The data distortion controls for the

transformation of {𝑌,𝑋 } → {𝑌 ′, 𝑋 ′} constrained to reduce or

remove altogether pointwise any large deviations between the
original and the new generated data and is defined as

𝐸 [Δ((𝑋,𝑌 ), (𝑋 ′, 𝑌 ′)) |𝑆, 𝑋,𝑌 ] ≤ 𝑐𝑠,𝑥,𝑦
The pointwise constraint helps to maintain for every individual,

the transformed data to be as close as possible to the original data. In
this submission, we have considered the metric for data distortion
as mean squared error, i.e.

Δ((𝑋,𝑌 ), (𝑋 ′, 𝑌 ′)) = ∥𝐺 (𝑧) − [𝑋,𝑌 ] ∥22 (5)

Data Utility (𝐷1): Data utility aims to have the statistical distri-
bution of {𝑋 ′, 𝑌 ′} close to that of {𝑋,𝑌 }, that is, the joint distribu-
tion of transformed data 𝑝 {𝑋 ′,𝑌 ′ } should be statistically close to the
original distribution 𝑝 {𝑋,𝑌 } and is achieved by the discriminator
𝐷1. The objective function, maximized over 𝐷1 and minimized over
𝐺 (.) is defined by

𝑚𝑖𝑛
𝐺

𝑚𝑎𝑥
𝐷1

𝐸 {𝑋,𝑌 } [𝑙𝑜𝑔 𝐷1 (𝑋,𝑌 )] + 𝐸𝐺 (𝑧) [𝑙𝑜𝑔 (1 − (𝐷1 (𝐺 (𝑧)))]

Data Dependency (𝐷2): The main objective in reducing group
bias is to obfuscate the sensitive information 𝑆 from (𝑋 ′, 𝑌 ′) and
hence remove the dependency or association between then. The
discriminator 𝐷2 distinguishes between samples from 𝑃 [𝐺 (𝑧) |𝑆 =

1] and 𝑃 [𝐺 (𝑧) |𝑆 = 0], while the generator G(.) aims to have samples
from both as similar as possible. The objective function, maximized
over 𝐷2 and minimized over G(.) is defined as

𝑚𝑖𝑛
𝐺
𝑚𝑎𝑥
𝐷2

𝐸 {𝐺 |𝑆=1} [𝑙𝑜𝑔 𝐷2 (𝐺 (𝑧))] +𝐸 {𝐺 |𝑆=0} [𝑙𝑜𝑔 (1− (𝐷2 (𝐺 (𝑧)))]

𝑚𝑖𝑛
𝐺

𝑚𝑎𝑥
𝐷2

𝐸 [𝑙𝑜𝑔 𝐷2 (𝐺 (𝑧)] + 𝐸𝐺 (𝑧) [𝑙𝑜𝑔 (1 − 𝐷2 (𝐺 (𝑧))]

Within transformed data, prediction 𝑌⊥𝑆 and non-sensitive fea-
tures 𝑋⊥𝑆 . 𝐷2’s objective is to precisely predict the sensitive at-
tribute, 𝑆 , given (𝑋,𝑌 ), which has the same purpose as the pre-
trained classifier. The only difference is that the input of the classi-
fier are real samples (𝑋,𝑌 ), while for 𝐷2 inputs are the generated
samples (𝑋,𝑌 ). At the same time, 𝐺 seeks to fool 𝐷2, where the
generated samples do not encode any information about 𝑆 . Once the
discriminator is not able to accurately predict 𝑆 , the independence
between transformed data and sensitive variable is satisfied and
group fairness has been achieved.

Overall, DebiasGAN performs a minimax optimization between
generator and discriminators. 𝐷1 aims to accurately distinguish
between real and generated samples and 𝐷2 seeks to distinguish
between samples with different group membership of the selected
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Figure 2: DebiasGAN architecture

feature. The DebiasGAN also aims to reduce the MSE between the
original and the generated data, to control data distortion. The
overall loss function is then defined as

min
𝐺

max
𝐷1,𝐷2

L(𝐺, 𝐷1, 𝐷2) = 𝜆1L1 (𝐺, 𝐷1) + 𝜆2L2 (𝐺,𝐷2) + 𝜆3L𝑀𝑆𝐸
(6)

such that L1 (𝐺,𝐷1) =

𝑚𝑖𝑛
𝐺

𝑚𝑎𝑥
𝐷1

𝐸 {𝑋,𝑌 } [𝑙𝑜𝑔 𝐷1 (𝑋,𝑌 )] + 𝐸𝐺 (𝑧) [𝑙𝑜𝑔 (1 − (𝐷1 (𝐺 (𝑧)))]

L1 (𝐺,𝐷1) = L𝑑𝑖𝑠𝑐𝑟𝑖𝑚𝑖𝑛𝑎𝑡𝑜𝑟1 ( [𝑥,𝑦],𝐺 (𝑧))

=
1
𝑁

𝑁∑
𝑖=1

[log (𝐷1 (𝑥,𝑦, 𝑠)) + log (1 − 𝐷1 (𝐺 (𝑧), 𝑠))]
(7)

L2 (𝐺,𝐷2) = L𝑑𝑖𝑠𝑐𝑟𝑖𝑚𝑖𝑛𝑎𝑡𝑜𝑟2 (𝑠,𝐺 (𝑧))

=
1
𝑁

𝑁∑
𝑖=1

[log (𝐷2 (𝐺 (𝑧), 𝑠)) + log (1 − 𝐷2 (𝐺 (𝑧), 𝑠))]
(8)

L2 (𝐺,𝐷2) =

𝑚𝑖𝑛
𝐺
𝑚𝑎𝑥
𝐷2

𝐸 {𝐺 |𝑆=1} [𝑙𝑜𝑔 𝐷2 (𝐺 (𝑧))] +𝐸 {𝐺 |𝑆=0} [𝑙𝑜𝑔 (1− (𝐷2 (𝐺 (𝑧)))]

and L𝑀𝑆𝐸 = Δ((𝑋,𝑌 ), (𝑋 ′, 𝑌 ′))
Activation Functions Similarly, 𝐷2 is initialized with weights of
a pre-trained classifier.

Both discriminators 𝐷1 and 𝐷2 employ a fully-connected neural
network with three hidden layers with Leaky-ReLU activation func-
tion after each layer and Sigmoid function as output layer. During
training, all models adopt the Adam optimizer. For the GAN learn-
ing process, generator 𝐺 is initialized with the pre-trained weights
from the autoencoder.

3 RELATEDWORK
Discrimination prevention in machine learning has caught atten-
tion over the past few years and researchers have studied notions of
fairness and methods for addressing the bias problem. In terms of
notions of fairness, some have tried to achieve only increased group

fairness in their work [1, 10, 12, 16], while [9] has introduced indi-
vidual fairness. On the other hand [21] has proposed an approach
to achieve increased fairness in both group and individual fairness
simultaneously. For measurements, the mean difference score [6]
and disparate impact factor [10] are widely used for measuring
demographic parity, which is the difference or ratio of the proba-
bilities of receiving positive treatment between different groups.
Other methods of measuring bias have been proposed as disparate
mistreatment [20] and inequality indices [18].

After quantifying the level of bias within data, fairness-aware
approaches are adopted to prevent embedding bias into machine
learning based decisions. These approaches are generally catego-
rized into two main groups based on the time of bias correction
intervention: (1) pre-processing approaches to perform transforma-
tions or modifications on the original training set before training or
applying any machine learning models [7, 8, 13, 19, 21]; Calmon et.
al.[7] formalizes a convex optimization to learn a transformation of
the original data to achieve fairness and control for data distortion.
Zemel et. al.[21] proposes a learning framework for probabilistic
mapping of individuals to representations that achieve both group
and individual fairness. (2) post-processing methods involve mod-
ifying the predictive models to take into account the data biases
[2, 15, 17, 22]. Hardt et. al. [11] elaborates an optimized way of
adjusting predicted decisions to remove discrimination.

Among the existing works that uses generative adversarial net-
work, a recent study shows fairness modeling through adversarial
learning [19]. It proposes a generative adversarial network, Fair-
GAN, to generate new, group bias corrected data with controlled
distortion from the original training data distribution, but does
not consider individual bias. [22] presents an adversarial network
that can achieve different fairness objectives during the classifier
learning process and [5] explores the effects caused by different
data distributions on fairness through an adversarial algorithm.

DebiasGAN focuses on generating bias corrected data for the
pre-processing step of a predictive modeling workflow. It corrects
for both group bias and individual bias, controlling for minimal
distributional difference of the transformed data as well as minimal
point-wise difference from the original data. In addition, there is a
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(a) Messages (b) Open Rate

Figure 3: Proportion of Consumers with (a) Number of Messages and (b) Open Rates in a Random Sample of 100K, with and
without Loyalty Card Membership

pre-step, where our approach learns a transformation on original
training data through a learned latent representation of an encoder.

4 EXPERIMENTS AND RESULTS
In this section, four sets of experiments are performed to better
understand the contribution of the DebiasGAN in reducing the bi-
ases and how this transformation affects the final goal of prediction.
First, in Section 4.3 the group and individual biases with respect to
a specific sensitive attribute in the transformed data is compared
to the original data and other baseline approaches of achieving
similar reduction in biases. Second, in Section 4.4 numerical com-
putations are performed to compare how the data distortion, data
utility and data dependency are affected by the transformations.
Third, in Section 4.5, the contribution of each of the three loss func-
tions in DebiasGAN to group bias and individual bias are compared.
Finally, in Section 4.6 the accuracy in the predictive modeling task
is compared and explained.

4.1 Data
The proposed DebiasGAN approach is compared with the learning
fair representation (LFR) approach as defined by Zemel et al. [21].
The experiments are performed using a combination of two data
sets, the adult data set [4], and an email marketing decisions data.
The email marketing data set contain a total of 740, 608 instances,
characterized by 11 attributes (1 target attribute, 9 non-sensitive
attributes and 1 sensitive attribute). The goal is to predict whether
the marketer will continue to send out marketing emails to an indi-
vidual (𝑌 ) based on his or her responding and purchasing pattern,
described by open and click indicators and purchase records. The 9
non-sensitive features are: during the last 12 months, number of
emails received, open rates, click rates, purchase count and total
purchase cost for each. We also considered binary features based on
the last email received, that is, whether it was opened, clicked, led
to a purchase and reaction to last email. Within the data set, 84.28%
customers are loyalty card members, while the rest 15.72% without

loyalty membership are considered minorities. The loyalty card
membership has been considered in this experiment as the sensitive
attribute 𝑆 , and we compare how decision to send marketing re-
wards are related to this membership versus the consumers’ actual
interactions with the e-commerce platform. We have 2 years of
email interaction data. We use 1 year’s data to generate the features
for our model to predict for the second year. This entire data set is
split into training and evaluation data in 80 : 20 proportion.

We use an additional public data ’Adult Data Set’ [4] which has
a sample size of 32256, with the outcome variable 𝑌 being whether
an individual makes above or below 50𝐾 dollars per year. The
sensitive feature 𝑆 is gender (male or female). Each individual is
then described by other 11 attributes, denoted by a matrix 𝑋 .

4.2 Motivation for Bias Correction
As observed in Figure 3a, the number of messages received by the
loyalty card members during the period is much larger than those
without the cards. However, the open rates for both groups (Figure
3b) are comparable. The proportion of non-card members who do
not open messages are higher than those who are card members.
But there are some non-card members, whose open rates are close
to 2, which means they have opened each email multiple times.
Thus the data shows that there are some non card holders who
have high engagement and may be ready for more communications
and relevant rewards from the brand. From this data, our hypothesis
is that, some of the consumers who do not have card, may be ready
for more communications from and engagement with the brand.
However, the current data, when used to build a predictive model
to determine who should receive the next wave of messages, it
will input the past information where card members received more
messages than those who did not. This information may bias the
prediction, because several features in the predictive model may
be associated with the fact that one set of people are loyalty card
holders. This will have the potential to penalize those customers
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Table 1: Comparison of Bias Scores

Email Marketing Data Adult Data
Original LFR DebiasGAN Original LFR DebiasGAN

Group Bias 0.319 0.084 0.251 0.196 0.187 0.004
Individual Bias 0.248 0.139 0.022 0.267 0.057 0.0007

who do not have card membership but have active interactions with
similar emails in the past.

In the Adult data set, the proportion of individuals in the higher
income group is almost 20 % more in one gender group than other.
The aim of the bias correction is to transform this original data so
that the bias towards a particular gender group is reduced in the
raw data set and in the process reduce the individual bias as well.
Then this transformed data can be used for building a model to
predict income groups in future.

4.3 Comparisons of Bias Score Reduction
To reduce the perpetuated bias in data, DebiasGAN has been pro-
posed. Table 1 compares the bias reductions in transformed data for
both the email marketing data and adult data set. The original score
given in the table is the group bias and individual scores calculated
on the raw data before transformations. The bias scores for LFR
are based on transformation of data using [21] and the parameters
were set as 𝐴𝑧 = 50 (group fairness), 𝐴𝑥 = 0.01 (individual fairness),
and𝐴𝑦 = 1 (prediction accuracy). These are compared with the bias
scores based on data transformed by DebiasGAN approach. The
parameters for the DebiasGAN approach were set as 𝜆1 = 𝜆2 = 0.4
and 𝜆3 = 0.8. Changing the values of 𝐴𝑥 , 𝐴𝑦, 𝐴𝑧 and increasing
the number of iterations for LFR did not change the bias scores
significantly.

4.4 Measure of deviance in transformed data
The transformations are to reduce the associations of a specific
selected attribute with the outcome variable and other attributes in
the data, which leads to reduction in group and individual biases.
At the same time, the aim is to have minimal deviance in the trans-
formed data from the original. The deviance is measured by data
distortion, data utility and data dependency as defined in Section 2.

Data distortion measures the pointwise deviance of the trans-
formed data from the original. The loss function to control for data
distortion is given in Equation 6. To numerically measure this point-
wise deviance, mean squared error (MSE) was calculated between
the transformed {𝑋 ′, 𝑌 ′} and original {𝑋,𝑌 }. Each variable was
standardized with mean 0 and standard deviation 1 to measure this
deviance. Table 2 provides the mean square error for each of the
methods in the two data sets. The distortion is maintained simi-
larly in all the scenarios with a higher distortion in the DebiasGAN
approach in the email data.

Table 2: Data Distortion: MSE

Email Marketing Data Adult Data
LFR 0.38735 0.38185
DebiasGAN 0.6393 0.26314

Data utility measures the difference in the overall distribution
of the variables and is constrained by the loss functionL1 (𝐺,𝐷1) in
DebiasGAN. To compare the distributions of the original data with
the transformed data, the density estimation of the standardized
valueswere compared. Attributeswithmulti-classeswere converted
to binary attributes and the proportion of each class is compared
between the original and the transformed. The distributions before
and after the transformations look similar in both the LFR and
DebiasGAN approach.

Figure 4: Discrete binary variables: Utility Evaluation

In Figure 4, we have the comparisons of the mean of the discrete
predictors between the original (X-axis) and the transformed data
(Y-axis) in the email marketing data. We can see that 3 out of 4
variables (click indicator, react to last email indicator, and purchase
after last email indicator) lies along the line as expected, which
indicates a highly preserved data utility for these three variables.
The open indicator for the last email is below the line, which signals
a shift in distribution for the transformed data. This shift is caused
by the bias removal process. Opening an email is an important
indicator, whether an individual is continued to be sent emails. It
has a strong association with 𝑆 , the loyalty card membership, with
a large proportion of non-members not opening emails. Therefore,
the constrained generation process transforms the open indicator of
last email more, to mitigate bias. The number of messages received
in the 12 months is a multinomial discrete variable. The utility is
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Figure 5: Discrete multinomial variable: Utility Evaluation

then evaluated, using Quantile-Quantile (Q-Q) plot (Figure 5) of the
standardized variable of the count. The distributions of the original
and the transformed data are close specially for the interval [−1, 1]
within which 80% of the standardized count lies in the data set.

Figure 6: Continuous variables utility evaluation

One thing to notice is that for the open percentage variable, the
small shift in lower percentiles indicates the transformation effects
performed specifically on this variable. This shift can further lead

to a change in the response variable, 𝑌 , where the DebiasGAN was
trained to achieve group fairness.

Table 3: Data Dependency: AUC of ROC of prediction of 𝑆

Email Marketing Data Adult Data
Original 0.9016 0.8778
LFR 0.9823 0.7731
DebiasGAN 0.6651 0.5283

Data dependency measures the association between the sen-
sitive variable 𝑆 and the transformed variables (𝑋 ′, 𝑌 ′). To assess
the reduction in dependency between the selected feature 𝑆 and
the transformed data, a logistic regression has been fitted to predict
𝑃 [𝑆 |𝑋 ′, 𝑌 ′]. The AUC of the ROC curve of the prediction provides
a measure of accuracy of the ability of the model to predict 𝑆 , given
the transformed data. Table 3 compares this AUC with that of lo-
gistic regressions that predict 𝑆 in the original data, generated data
from LFR and DebiasGAN. Both email marketing data and adult
data set results are shown. The AUC for the original data for both
the email and the adult data is close to 0.9, showing a high degree
of accuracy in predicting 𝑆 from𝑋,𝑌 . Thus this shows that the𝑋,𝑌
contains information that are associated with 𝑆 . Now the transfor-
mations𝑋 ′, 𝑌 ′ by both LFR and DebiasGAN are aimed to reduce the
association between 𝑆 and 𝑋 ′, 𝑌 ′, which should result in a lower
accuracy in predicting 𝑃 [𝑆 |𝑋 ′, 𝑌 ′]. Table 3 shows that the AUC
from the DebiasGAN transformation is close to 0.5 (meaning the
desired no association is reached) in adult data set and it is 0.6651
in the email marketing data set. These reductions in AUC values is
much more than that in LFR transformations, which are 0.7731 and
0.9823 respectively. This shows that DebiasGAN has been able to
reduce the association between the selected feature and the rest of
the information much more than the LFR and that this reduction
in some scenarios reaches close to no association, as desired.

The comparable accuracy and better performance on AUC with
respect to target transformed response variable indicates that Debi-
asGAN is learning the true data distribution and being able to miti-
gate the bias simultaneously. The significantly different accuracy
comparing with true response variable 𝑌 indicates the necessity of
fairness modeling.

4.5 Contribution of Loss Functions
The previous sections show how the data transformations control
for point-wise and distributional deviance, reducing bias in the
outcome variable for the selected attribute. The transformations
in DebiasGAN are achieved by simultaneously optimizing three
loss functions. Table 4 shows how the bias scores are affected if
the transformations are performed by optimizing a subset of the
loss functions instead of all three of them. The optimizations by
dropping the LMSE and keeping just L1 (𝐺, 𝐷1) and L1 (𝐺,𝐷2)
did not converge after trying varying number of iterations. As seen
in the table, the transformations by dropping one of the loss func-
tions in both the data sets however, did not yield any satisfactory
reductions in either the group or the individual bias scores. This
shows that the probabilities of reaching optimal values without one
of the loss functions is reduced considerably and the inclusion of
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Table 4: Contribution of the Loss Functions

Email Marketing Data Adult Data
Group Bias Individual Bias Group Bias Individual Bias

Original 0.319391 0.248 0.196099 0.267007
DebiasGAN: L1 (𝐺,𝐷1), L2 (𝐺, 𝐷2), L𝑀𝑆𝐸 0.251 0.022 0.004359 0.000749
L1 (𝐺,𝐷1), L𝑀𝑆𝐸 0.264792 0.405334 0.211477 0.192387
L2 (𝐺,𝐷2), L𝑀𝑆𝐸 0.319656 0.419354 0.013693 0.047581

all three loss functions are important to achieve reduction in the
bias scores.

4.6 Predictions Using Transformed Data
The primary aim of the data transformations have been to reduce
bias with respect to a selected attribute for an outcome predic-
tion. In the previous sections it has been shown how DebiasGAN
successfully reduces group and individual bias in the data. In this
section, the email marketing decision data is used to show how the
transformation in the data affects the prediction of the outcome
variable. The DebiasGAN results are compared with that of the
original data as well as the LFR transformations.

Table 5: Past Open Rates in the Labelled Classes Using Orig-
inal and Transformed Data in Evaluation Data Set

Labelled Mean Median
Original Data Send 25.4 8.6

Don’t Send 10.2 0
LFR Data Send 28.5 10.7

Don’t Send 4.4 0
DebiasGAN Data Send 35.2 15.9

Don’t Send 1.6 0

When marketers send email messages, one of the metrics is to
measure open rates of the sent emails. The future open rates of
the predicted outcome classes based on LFR and DebiasGAN trans-
formed data cannot be measured, because open rates exist for only
those who were sent marketing messages. Thus, Table 5 compares
the past open rates of individuals in these labelled outcome classes
in the original and the transformed data, for the evaluation data set.
For the original data,𝑌 denotes whether an individual will be sent a
marketing email and 𝑋 is a set of nine attributes as described above.
Bias with respect to selected feature loyalty card membership, was
perpetuated from the fact that more targeting messages were sent
to the members. This original data is then transformed to 𝑌 ′ and
𝑋 ′ respectively using LFR and DebiasGAN. The transformation is
aimed at reducing the bias of who are sent next set of messages,
which changes the labels of 0/1 in 𝑌 ′. The past open rates in the
labelled send and do not send groups change after the transfor-
mations (Table 5). The set of individuals who were labelled as, to
be sent marketing messages, based on original data had past open
rates at 25.4%, which is much lower than that the past open rates of
35.2% in the same group in DebiasGAN group. The corresponding
increase in the LFR transformed data is not as much. Consequently,
the past open rates of those who were labelled as to be not sent

marketing messages based on original data are higher by about
three folds compared to those to be not sent messages by the De-
biasGAN data. LFR transformation also yielded a reduction in the
past open rates of individuals who are labelled as to be not sent
targeted messages. Thus with the reduction in the bias scores and
the shifting of the values in 𝑌 ′, resulted in changes in the past open
rates in the two outcome groups. This overcomes choosing too
many non-card members to be not sent emails and instead helps to
choose individuals who had more interactions with the emails in
the past.

Table 6: Logistic Regressions with Transformed Data

AUC of ROC
Original 0.8837
LFR-Gen 0.9960
LFR-Orig 0.8810

DebiasGAN-Gen 0.9170
DebiasGAN-Orig 0.6770

*-Gen and -Orig are generated and original data respectively as ground truth

While the overall bias is reduced in the transformed data with
respect to the selected feature, and has shifted the groups of individ-
uals in the outcome groups with respect to their past interactions
with the emails, it remains of interest on how this transformation
affects the accuracy of the prediction of the outcome variable. These
transformed data are then used to fit a logistic regression to predict
which individuals will be sent targeting messages in the future.
Table 6 shows the accuracy of predictions from the logistic regres-
sions, using AUC of the ROC curve. The AUC for the prediction
using the original data is shown as 0.8837. When this data is trans-
formed using DebiasGAN, the AUC for predicting the transformed
outcome, that is 𝑌 ′, is 0.9170. However, the AUC for predicting the
original outcome values that is, 𝑌 , using the transformed data 𝑋 ′

is 0.6770. This shows that the logistic regression as a model has a
high accuracy in predicting the binary outcomes. However, as the
aim of the transformation is to change the outcome, such that bias
is controlled with respect to a selected feature, the accuracy of pre-
dicting the original outcome reduces. This is the desirable outcome
and shows that the transformed data is predicting a new pattern
than what marketers have been using to determine whom to send
the next set of messages. The results from LFR transformation are
also compared. The AUC for the LFR transformed data compared
to original data is 0.8810. The LFR transformed data maintains a
similar accuracy in predictions, as the original data. However, the
reduction in the bias scores in most cases (Table 1) are lesser as
compared to that in the transformed data from DebiasGAN.
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Moreover, among the individuals predicted to not receive the
next set of messages based on the original data, 30% of of them
are non-card members. When the transformed DebiasGAN data is
used for prediction, the percentage of non-card members reduce
to 20% of the individuals predicted to not receive the next sent of
messages. This reduced percentage of non-card members in the
not-send group is close to the population percentage of 14% non-
card members, thus confirming the reduction in group bias as a
result of DebiasGAN.

5 DISCUSSIONS AND CONCLUSIONS
Bias reduction and fairness is of tremendous importance with the
advent of more and more automatic data driven applications to help
the society to take decisions. Sometimes these predictive models
can inadvertently be biased based on information propagated from
past activities or actions [3, 14]. Corrections of similar bias in recom-
mendations and personalizations of digital marketing approaches
have also become important.

In this submission, a novel application DebiasGAN, using Gener-
ative Adversarial Network framework has been proposed to correct
for biases with respect to a selected attribute for an outcome vari-
able. This application is employed during the pre-processing phase
of ML workflow, so that the transformed data are used as input for
the model building steps. This approach addresses both group and
individual biases. Other similar approaches like FairGAN [19] uses
a GAN framework to mitigate bias, but it only addresses group bias.
In LFR [21], the authors formulated fairness as an optimization
problem with the ability to search across different representations
of original data, to identify that representation which reduces both
group and individual bias, with minimal loss in deviations from
original data. In the results presented in Section 4 it is clear that
although the deviations are marginally higher in DebiasGAN, com-
pared to LFR, the reductions in bias scores are much larger. The
DebiasGAN transformations also relabels more relevant individuals
with the appropriate outcome classes, with very little decrease in
accuracy of the models, predicting the outcomes. It has also been
showed that all three proposed loss functions for DebiasGAN are
critical in decreasing the bias scores and dropping any one of then
reduces the probability to reach any optimal values and the bias
scores stay very similar without any reduction in them.

While the proposed approach of fairness is applicable to a myr-
iad of applications, this work has shown how this can be utilized
specifically in the context of email marketing. Without the bias cor-
rection, the marketing emails were missing out on an opportunity
to reach out to consumers who were not necessarily loyalty card
members, but were highly engaged with the brand.

As future work it would be of interest to try multiple hyper
parameters and multiple combinations of these loss functions to
identify the individual nature of these loss functions in their contri-
bution to the bias scores. Additional interesting future extensions
would be to see under what circumstances the bias correction dur-
ing pre-processing step is more efficient than during the modeling
step and how a combination of both may work.
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