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ABSTRACT
Recommendation systems greatly benefit from good user and item
representations. We consider the task of session-based recommen-
dation where users are anonymous and thus the representation
of items plays a key role in the effectiveness of recommendations.
We propose an enhanced item embedding method that captures
the relationships between items by taking into account item pair
co-occurrence across sessions using a graph-based embedding ap-
proach. Specifically, we construct a heterogeneous graph of items
and sessions, where two items are connected through a session
if they co-occurred within the session. We learn embeddings for
items and sessions by considering the triplets of the form (Previ-
ous item, Session, Next item) using a knowledge graph embedding
approach called TransE. We use a neural attention based Recom-
mendation model and apply it on two benchmark datasets. We show
that the learned item representations improve the performance of
our recommendation model and achieve state-of-the-art results.
Combining the graph-based embedding with standard Prod2Vec
embedding gives further improvement.

CCS CONCEPTS
• Information systems→Recommender systems; • Informa-
tion Systems→ Information retrieval; Recommender Systems;
• Computing methodologies→ Neural networks.
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1 INTRODUCTION
An e-commerce portal typically hosts a large number of products,
and recommendation systems provide a very useful service to the
users by recommending products. We consider the task of Session-
based Recommendation Systems (SRS) where users are unknown
andwe only have access to the user interaction sequences organized

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
SIGIR eCom’20, July 30, 2020, Virtual Event, China
© 2020 Copyright held by the owner/author(s).

by sessions. The task is to predict a user’s next action based on
his/her behavior in the current session. The limited data available
makes this task challenging.

Recurrent neural networks (GRU and LSTM) based models [5,
14, 4] have been effectively used for SRS and have been shown
to outperform traditional collaborative filtering approaches. Hi-
dasi et al. [5] propose to use RNN for this task and Tan et al. [14]
enhances this model by using data augmentation and temporal
shift of user behaviour. Gui et al. [4] denotes items with Prod2Vec
embeddings [3] and utilize them to make recommendations with
RNN. Further, augmenting these models with attention mechanism
improves the performance significantly [9, 7].

Though the above methods show promising improvements over
traditional methods, they have not emphasized on effective item
representations. Most of these methods use 1-to-n encoding [5,
14] or add an embedding layer in their neural architecture [7, 9].
One-hot encoding takes more time to optimize and is not scalable
for datasets with millions of items. On the other hand, the addition
of an extra embedding layer that jointly trained with the whole net-
work may lead to performance deterioration due to the acquirement
of bad features [4, 5]. More importantly, neither of these methods
capture the sequential similarities of items implied in the session
sequences effectively. Gui et al. [4] denotes items with Prod2Vec em-
bedding [3] to overcome this limitation. However, Prod2Vec ignores
the item co-occurrences across different sessions. For instance, they
do not capture the relationship between two items which co-occur
with the same item in separate sessions.

To address this limitation, we propose a graph-based item embed-
ding method which captures sequential behaviour of items within
a session as well as item pair co-occurrence across sessions. For
this, we construct a heterogeneous directed graph of items and
sessions. In this graph, two items (item_ids) are connected through
the session (session_id) in which they co-occur. We find the embed-
ding of items and sessions by considering the triples of the form
(Previous item, Session, Next item). We use a Neural Attention
based Recommendation model with Embedding (NARE) and apply
it on two benchmark datasets. The results reveal that the graph-
based item embedding enhances the performance of our simple
recommendation model and achieves comparable results with the
state-of-the-art methods. Moreover, we find that combining the
graph-based embedding with Prod2Vec embedding gives further
improvement.

The embedding can be used with other recommendation models
and is shown to improve the performance. We apply the graph-
based embeddings in a popular baseline method called NARM [7]
and achieve better results than standard NARM.
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2 RELATEDWORK
2.1 Session-based Recommendations using

RNN
Hidasi et al. [5] used Recurrent Neural Networks for recommenda-
tion and achieved significant improvements over traditional meth-
ods. Tan et al. [14] improved this approach by adapting to data
augmentation technique which splits the session into many sub-
sessions for training. Gui et al [4] used Prod2Vec embeddings to
represent items and utilize them with RNN based model.

NARM [7] used hybrid encoder with a bi-linear matchingmethod
for recommendation. The global encoder encodes the full session
information using GRU whereas the local encoder is expected to
learn user's main purpose in the session using GRU with attention.
The output embeddings of both are combined to represent the
session. The scores of items are computed by using a bi-linear
similarity function between learned session embedding and item
embedding.

STAMP [9] recommends items using a tri-linear composition
method. The scores of items are computed as inner product of item
embedding and weighted user embedding. The user embedding is
a bi-linear composition of over-all preferences (Average of all item
embeddings in the session) and current interest (last-clicked item
embedding). The attention weights are learned using a simple feed
forward network on session sequences.

SR-GNN [17] models the session sequences as graph and learn
item and session representations by using Graph Neural Networks
(GNN). The item scores are computed by multiplying the item
embedding with session embedding.

We use a standard LSTM with attention model for recommenda-
tion and we represent items with the learned graph-embeddings.

2.2 Knowledge Graph Embedding based
Recommendations

In recent times, knowledge graph embeddings have shown to be
beneficial for recommendation systems. The basic idea is to repre-
sent the available data in the form of a graph, learn embeddings
for entities using Knowledge graph embedding methods [16] and
incorporate them into recommendation.

Collaborative Knowledge base Embedding (CKE) uses TransR [8]
to learn items structural representations and combine them with
visual and textual embeddings. Deep Knowledge-aware Network
(DKN) [15] learns entity embeddings using TransD [6] and and de-
signs a CNN framework by combining them with word embeddings
for news recommendation. Ai et al. [1] learn embedding of users
and items by the method of TransE [2] and the recommendation is
based on user-item similarity score in the projected space.

The major difference between our work and previous works
is graph representation and recommendation framework. Since
the users are anonymous in our setting, the graph contains only
sessions and items.We jointly learn the embeddings for sessions and
items using TransE [2]. We choose TransE because of its simplicity
and efficiency in modelling multi-relational data [10]. We use the
learned item embeddings for recommendation using LSTM with
attention framework.

2.3 Prod2Vec Embedding
Given a sequence of items in a session, Prod2Vec [3] objective is
to find a 𝑑-dimensional representation such that the items which
co-occur together in the session are close in the resulting vector
space. The embeddings are learned by minimizing the weighted
cross entropy between the empirical and the modelled conditional
distributions of context items given the target items.

We compare graph-based embeddings with Prod2Vec embed-
dings in our recommendation model.

3 METHOD
In this section, we first formally define the task and present an
overview of the proposed model. We then describe the main com-
ponents of our approach in detail, i.e. graph-based item embedding
generation and recommendation framework using attentive LSTM
model.

3.1 Problem Definition
Session based Recommendation is the task of predicting a user’s
next interaction based on his/her behaviour in the current ses-
sion and given all earlier session sequences. Let 𝐼 = {𝑖1, 𝑖2, . . . , 𝑖𝑚}
be the set of items (item_ids) and 𝑆 = {𝑠1, 𝑠2, . . . , 𝑠𝑛} be the ses-
sions(session_ids) available. Let 𝑆𝑠𝑒𝑞 is the set of all train session
sequences. Each session 𝑠𝑖 has a sequence of user interactions
(𝑥𝑖1, 𝑥

𝑖
2, . . . , 𝑥

𝑖
𝑇𝑖
) where 𝑥𝑖𝑡 denotes the item interacted at time-step

𝑡 in session 𝑠𝑖 . Given all train session sequences (𝑆𝑠𝑒𝑞) and a tar-
get session with the user interactions (𝑥𝑖1, 𝑥

𝑖
2, . . . , 𝑥

𝑖
𝑡 ), the task is to

predict the next possible interaction 𝑥𝑖
𝑡+1.

3.2 Overview
We create a graph-based item embedding from a graph created by
items that co-occur in a session. This item representation is used
in an attention based LSTM model. The output of the model is a
ranking list over all items fromwhich top-𝑘 items are recommended.
Figure 1 gives an overview of our approach and the details are
presented in Subsections 3.3 and 3.4.

Figure 1: Overview of our approach: (a) Graph representa-
tion of session sequences;(b) Recommendation framework
and data-flow of our system
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3.3 Item embedding generation
The representation of items have a significant impact on the out-
come of the recommendation model. We aim to generate item rep-
resentations that can capture the relationships between items by
considering item pair sequential behavior as well as co-occurrences
across sessions.

We model session sequences in the form of a directed hetero-
geneous graph. The nodes of the graph are sessions (session_ids)
and items (item_ids). Two items (item_ids) are connected through
the session (session_id) in which they co-occur. The direction of
the edges is based on the order of the occurrence of the items in
the session so as to capture the sequence of item interaction. The
graph is formed as set of triplets 𝑇 = (𝑖1, 𝑠, 𝑖2), where 𝑖1, 𝑖2 are item
nodes and 𝑠 is the session node through which they are connected.

For example, consider sessions 𝑠1 = {𝑖4, 𝑖2}, 𝑠2 = {𝑖4, 𝑖5}, 𝑠3 =

{𝑖2, 𝑖8, 𝑖5}. The triplets for this graph are as follows:𝑇 = {(𝑖4, 𝑠1, 𝑖2),
(𝑖4, 𝑠2, 𝑖5), (𝑖2, 𝑠3, 𝑖8), (𝑖2, 𝑠3, 𝑖5), (𝑖8, 𝑠3, 𝑖5)}. The graph representa-
tion for the sessions is as shown in Figure 1. We observe that the
items 𝑖4 and 𝑖8 occur in different sessions, but there is a path be-
tween them in the graph as they co-occur with the item 𝑖2. Since
these items are connected in the graph, the embedding may be able
to capture the relationship between them.

After we obtain the triplets, we apply the method of TransE [2]
to learn 𝑑-dimensional embeddings for items and sessions. To be
compatible with the representation of TransE, we consider our item
nodes as entities (𝐼 ) and session nodes as relations (𝑆). Given a
triplet (𝑖1, 𝑠, 𝑖2), the relation is interpreted as a translation vector
𝑠 so that the learned entities 𝑖1 and 𝑖2 can be connected by 𝑠 with
minimal error, i.e. 𝑖 ′1 + 𝑠

′ ≈ 𝑖 ′2 when (𝑖1, 𝑠, 𝑖2) holds, where 𝑖 ′1, 𝑖
′
2

and 𝑠 ′ are the corresponding representation vectors of 𝑖1, 𝑖2 and
𝑠 . Figure 2 gives an illustration of this approach. The embeddings
are learned through Stochastic Gradient Descent (SGD) and TransE
learning algorithm [2] is shown in Algorithm 1.

Figure 2: Items and session in lower dimensional space in
TransE

3.4 Recommendation Framework
We use Long Short Term Memory model with attention mecha-
nism for recommendation. Let ℎ𝑡 be the LSTM hidden unit and
𝑦𝑡 be the output at 𝑡-th time step. For every session sequence
(𝑥𝑖1, 𝑥

𝑖
2, . . . , 𝑥

𝑖
𝑡 ) ∈ 𝑆𝑠𝑒𝑞 where 𝑆𝑠𝑒𝑞 is the set of session sequences,

we perform the following steps to train the LSTM model.
(1) Each item in the session sequence is representedwith learned

graph-based embedding.

𝑣𝑖𝑡 = 𝐺𝑟𝑎𝑝ℎ − 𝑏𝑎𝑠𝑒𝑑 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑥𝑖𝑡 ) (1)

Input: Training set𝑇 = (𝑖1, 𝑠, 𝑖2) , Entity set 𝐼 , Relation set 𝑆
Randomly initialize the embeddings for 𝑠 ∈ 𝑆 ,𝑖 ∈ 𝐼
for (𝑖1, 𝑠, 𝑖2) in 𝑇 do

Corrupt the triplet by changing 𝑖1 or 𝑖2 and add it to 𝑇
𝑇 ← 𝑇 ∪ (𝑖1, 𝑠, 𝑖2)
Update embeddings w.r.t the loss 𝐿 i.e.∑
(𝑖1,𝑠,𝑖2),(𝑖1,𝑠,𝑖2) ∈𝑇 Δ[𝛾 + 𝑑 (𝑖1 + 𝑠, 𝑖2) − 𝑑 (𝑖1 + 𝑠, 𝑖2)]
Dissimilarity measure 𝑑 can be either the 𝐿1 or the 𝐿2
norm

end
Algorithm 1: Learning TransE embeddings

(2) We update each hidden state ℎ𝑡 by the previous hidden state
ℎ𝑡−1 and the current item embedding 𝑣𝑖𝑡 .

ℎ𝑡 = LSTM(ℎ𝑡−1, 𝑣𝑖𝑡 ) (2)

(3) The output of hidden states (𝐻 = ℎ1, ℎ2, . . . , ℎ𝑡 ) is given as
input to attention layer to find attention weights and the
weights for each time-step are learnt i.e.𝐴 = (𝑎1, 𝑎2, . . . , 𝑎𝑡 ).

𝐴 = softmax(𝑤𝑇 ∗ tanh(𝐻 )) (3)

(4) We input the weighted sum of the hidden states (𝑀) into
a dense layer (𝐷). The number of neurons in this layer is
equal to the total number of unique items and softmax is
used as the activation function.

𝑀 = 𝐴𝑇 ∗ 𝐻 (4)

𝑝𝑡 | 𝑣𝑖1≤𝑖≤𝑡−1 = softmax(𝐷 [𝑀]) (5)

(5) The loss function used for optimization is the categorical
cross-entropy loss. The loss (𝐿) is calculated as shown below.

𝐿 =

𝑚∑
𝑐=1

𝑦𝑐 log(𝑝𝑐 ) (6)

where𝑚 is the number of unique items,𝑌 ∈ IR𝑚 is is the one-
hot represented ground truth and 𝑃 ∈ IR𝑚 is the estimated
probability for each class by softmax.

The trained LSTM with attention model is used for the next-item
prediction. Each item in the target session sequence is represented
by the graph-based embedding. If any item in the sequence is not
seen in the training set, we represent it with the zeros.

We input the sequence into the trained LSTMmodel. The outputs
of the final layer in the model are the probabilities of all items in the
catalogue. The item with the highest probability is recommended
to the user. This architecture is illustrated in Figure 3.

4 EXPERIMENTS
In this section, we first describe the details of the dataset, the meth-
ods used for comparison and the evaluation metrics employed in
our experiments. Then we present the results of the proposed frame-
work to show the role of the item embedding.
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Figure 3: LSTM model with attention for recommendation

Table 1: Data statistics after pre-processing

Statistics Yoochose 1/64 Diginetica

# Total clicks 557248 982961
# Train sequences 369859 719470
# Test sequences 55898 60858
# Total items 16766 43097
Average length 6.16 5.12

4.1 Dataset Details
We evaluate the proposed model on Yoochoose 1/64 1 dataset, which
was released by RecSys' 15 Challenge and Diginetica 2 dataset,
which was obtained from CIKM Cup 2016, where only its trasac-
tional data is used. We use same preprocessing method and evalua-
tion metrics as used [9, 7].

Yoochoose dataset consists of six months of click-stream data,
where the training set only contains session events. Following [9, 7],
we remove the sessions of length 1 and items that appear less than
5 times. The test set of Yoochoose data consists of the sessions of
subsequent days with respect to the training set, whereas Diginitica
test set contains the sessions of subsequent week.We filter out clicks
(items) from the test set that did not appear in the training set. We
use the recent 1/64 fraction of training sequences of Yoochoose as
training set. The statistics of the datasets is shown in Table 1.

4.2 Evaluation Metrics and Experimental Setup
4.2.1 Evaluation Metrics. We use the following metrics to evaluate
our model.
• Recall@20: It is the proportion of cases when the actual
item is among the top-20 recommended items among all test
cases.
• Mean Reciprocal Rank@20: It is the mean of reciprocal ranks
of correctly recommended items. If the actual item is not in
the top-20 recommended items, then the rank is set to zero.

4.2.2 Experimental Setup. Our model uses 100-dimensional em-
beddings to represent items in Prod2Vec [3] as well as graph-based
embedding. We use Adam optimizer, and the learning rate is set
1https://2015.recsyschallenge.com/challege.html
2http://cikm2016.cs.iupui.edu/cikm-cup

Table 2: Performance comparison of our approachwith base-
line methods

Method Yoochoose Diginitica
Recall@20 MRR@20 Recall@20 MRR@20

POP 6.71 1.65 0.89 0.20
S-POP 30.44 21.81 21.06 13.68
Item-KNN 51.60 15.01 35.75 11.57
BPR-MF 31.31 22.89 5.24 1.98
FPMC 45.62 29.00 26.53 6.95
GRU4Rec 60.64 28.76 29.45 8.33
NARM 68.32 28.63 49.70 16.17
STAMP 68.74 29.67 45.64 14.32
SR-GNN 70.57 30.94 50.73 17.59
NARE
(Prod2Vec) 69.15 29.5 43.97 13.72

NARE
(Graph-based) 69.71 30.56 46.52 15.02

NARE
(Combined) 71.25 30.98 47.65 16.21

NARM
(Prod2Vec) 68.31 28.70 50.90 18.17

NARM
(Graph-based) 69.54 29.25 51.96 18.54

NARM
(Combined) 69.92 29.44 52.68 18.57

to 0.001. The batch size is set at 512. There is a dropout layer in
between the LSTM layer and the attention layer with 25% dropout.
We use one LSTM layer with 100 hidden units.

4.3 Models Compared
We compare our results with traditional recommendation methods
(i.e. POP, S-POP, Item-KNN [13], BPR-MF [12] and FPMC [11]),
RNN based method (i.e. GRU4Rec [5]) and attention based methods
(i.e. STAMP [9], NARM [7] for Session-based Recommendation.
We also compare our result with SR-GNN [17] which is the the
state-of-the-art method for SRS.

We use NARE with different embeddings. We study the use of
pre-trained item embeddings as input to a recommendation sys-
tem. We consider our proposed graph-based embedding, Prod2Vec
embedding and a combination of the two. Further, we use these
embeddings as input to the NARM [7] system. The random initials
in NARM are replaced with our embeddings.

4.4 Results and Analysis
The results on all baselines and our methods are listed in Table
2 in terms of Recall@20 and MRR@20 on both Yoochoose and
Diginetica datasets.

In our experiments, NAREwith the combined embedding achieves
the best result on Yoochoose dataset while NARM with the com-
bined embeddings produces the best result on Diginetica dataset.

https://2015.recsyschallenge.com/challege.html
http://cikm2016.cs.iupui.edu/cikm-cup
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We conclude that the richer item representation from the pre-
trained embedding helps improving the performance of the recom-
mendation systems. Prod2Vec embeddings are limited because they
can capture sequential behaviour only. But graph-based embed-
dings are more effective because the items in different sessions are
also connected indirectly through other sessions in the graph. This
enables the learned embeddings to capture their similarity across
sessions. A concatenation of both the embeddings yields even better
results since the concatenated embedding captures both perspec-
tives i.e., sequential behaviour of items as well as co-occurrence of
items across sessions.

4.4.1 Computational Complexity of embeddings generation. TransE
is very simple and efficient knowledge graph embedding technique.
The time complexity of TransE is O(𝑑), where 𝑑 is the embedding
dimension. The space complexity of TransE is O(𝑛𝑑 +𝑚𝑑), where
𝑛 and𝑚 are the number of items and sessions respectively.

The number of triplets that can be generated from a session of
length𝑛 is

(𝑛
2
)
. If the session is too lengthy, it can be divided intomul-

tiple sub sessions based on time of interaction and as a result each
session may be of smaller length. For example 𝑠 = {𝑖1, 𝑖2, ..., 𝑖100} be
a user session and the items are ordered by user interaction time. It
is very uncommon that 𝑖1 is related to 𝑖100. Therefore, we can divide
this session into multiple sub sessions of reasonable size (Let us
say 20) i.e., 𝑠1 = {𝑖1, 𝑖2, ..., 𝑖20}, 𝑠2 = {𝑖21, 𝑖22, ..., 𝑖40} etc. Now, triplet
generation is also simple and efficient.

5 CONCLUSION
In this paper, we have presented a graph-based representation of
user activities in sessions and have shown the effectiveness of graph-
based item embedding approach in recommendation. The learned
graph-based item embeddings capture more implicit connections
between items which helps to improve the quality of recommenda-
tion. These embeddings can be used with other recommendation
frameworks also. We have demonstrated this by incorporating the
embeddings as input to NARM model.
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