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ABSTRACT
For an online tourism platform like Fliggy.com 1, search is one of
the most critical channels for engaging customers. Recently, neu-
ral relevance models for information retrieval are becoming in-
creasingly popular. They provide effective approaches for product
search systems due to their competitive advantages in semantic
matching. However, these techniques suffer from the data sparse-
ness problem especially in the domain of online tourism. To ad-
dress this issue, this paper proposes a novel Knowledge Enhanced
Neural RelevanceMatching model called KENRM, which incorpo-
rates knowledge graph as additional relevance signals to enhance
the performance of neural matching model in an end-to-end fash-
ion. The proposed approach can not only help to overcome the
long-tail problem of click-through data, but also incorporate exter-
nal heterogeneous information to improve search results. Exten-
sive experiments on a real-world online tourism dataset demon-
strate significant improvement achieved by our proposed approach
over multiple strong baselines.
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Figure 1: Illustration of knowledge graph enhanced search
engine systems.Theknowledge graph provides fruitful facts
and connections between query and product descriptions.

1 INTRODUCTION
Nowadays, online tourism has become increasingly popular, peo-
ple rely on search engines to find their desired products like book-
ing a hotel or buying tickets in a scenic spot. Similar to the web
search, one of the biggest challenges to retrieve relevant products
for a query is the lexical gap problem, when users and sellers use
different vocabularies to express the same meaning. For example,
the Canton Tower is often called ”Slim Waist” by the local resi-
dents, because the tower resembles the figure of a female body.
The lexical gap between queries and product descriptions makes it
difficult to exploit such traditional information retrieval models as
LSI [3], BM25 [12], which focus more on exact lexical matching in
this application scenario.

In recent years, neural relevance models provide a good solu-
tion to this problem with their advantages in semantic matching
[5]. For example, distributedword and phrase representations such
as word2vec [9] and glove [11] provide a promising basis to over-
come the longstanding vocabulary mismatch problem in ranking,
which refers to the phenomenon where queries and documents de-
scribe the same concept with different words. DRMM [4] points
out that relevance matching, which is the core problem in infor-
mation retrieval, has different characteristics from the semantic
matching problem that many NLP models are designed for, which
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Figure 2: The frequency distribution of travel in the search
logs from Fliggy.com. Most people only travel once or twice
a year.

is essentially to model how semantically close two pieces of texts
are, such as paraphrase detection [14] and question answer [15].

However, training a state-of-the-art deep neural network model
usually requires a large amount of labeled data which is not always
readily available. As shown in Figure 2, travel is a low frequency ac-
tivity for most people, which causes the data sparseness problem
in the domain of online tourism. And also it is infeasible to ob-
tain enough training data for the long-tailed queries and products.
Analysis of the search logs in Fliggy.com, in additional to the click
through data, we found that queries and product descriptions of-
ten share some common entities like destinations, point of interest
(POI) and category and so on, which can be regarded as the addi-
tional connections between queries and products. For example, as
shown in Figure 1, we utilize all types of entities and relations to
construct a knowledge graph (KG), which can be incorporated to
alleviate the problem of sparsity to a certain extent.

Inspired by the recent advances in graph embedding techniques
[20], this paper introduces a novel relevancemodel named KENRM
(Knowledge EnhancedNeuralRelevanceMatching model), which
integrates a hybrid structure of knowledge graph into a neural rel-
evance matching model. We firstly combine query-product bipar-
tite graph with entity-based knowledge graph to build a hybrid
structure of knowledge graph using the search logs in Fliggy.com.
Then we design an entity embedding propagation layer to aggre-
gate multi-hop neighbors representations. Meanwhile, we process
the textual information in queries and product descriptions with
multi-head self-attention layer in the manner of interaction-based
model. Moreover, we fuse the heterogeneous information with a
Tensor Fusion Layer to combine textual representation and KG rep-
resentation. Finally, we evaluate our model on a real-world dataset
of online tourism search, experimental results demonstrate that
our model substantially outperforms state-of-the-art baselines.

To conclude, the major contributions of this work are as follows:
• We design a unified neural framework to incorporate a hy-

brid structure of knowledge graph to an interaction-based
neural retrieval model in an end to end fashion.

• Our proposed model can effectively deal with the long tail
problem and incorporate external heterogeneous informa-
tion to improve search results.

• We conduct experiments on our online tourism dataset, and
the results demonstrate our proposedmodel can achieve sig-
nificant improvement in retrieval performance compared
with the existing work.

The following of the paper is organized as follows. Firstly, we
first discuss related work in Section 2. Then we introduce the pre-
liminaries in Section 3. In Section 4, we present our proposedmodel.
Section 5 describes the experimental methodology and evaluation.
Finally we conclude and discuss future work in Section 6.

2 RELATEDWORK
Deep learning has achieved great success in many NLP and in-
formation retrieval applications. Early attempts at neural informa-
tion retrieval mainly focus on representation-based modeling be-
tween query and document such as DSSM [6] and CDSSM [13].
DSSM is an early model for web search that directly maps word
sequences to character-level trigrams using a word hashing layer,
and then feeds the dense hashed features to a multi-layer percep-
tron for similarity learning representations. CDSSM extends this
idea by replacing the multi-layer perceptron in DSSM with a CNN
to capture local contextual signals from neighboring character tri-
grams. Recently, interaction-based approaches have demonstrated
increased effectiveness in many ranking tasks, which learn word-
level interaction patterns from query-document pairs. DRMM [4]
uses histogram to summarize the word-level similarities into rank-
ing models. K-NRM [18] and Conv-KNRM [2] use kernels to sum-
marize word-level interactions with word embeddings and provide
soft match signals for learning to rank. Interaction-based models
and representation-based models can also be combined for further
improvements like DUET [10]. In this paper, we process the textual
information in queries and products descriptions in the manner of
interaction-based model.

Knowledge graph embedding aims at embedding entities and re-
lations of a knowledge graph into low-dimensional continuous vec-
tor space in which the inherent structure of the knowledge graph
is preserved. Recently, due to the superior performance, transla-
tion based embedding methods have received great attention, in
which entities are usually represented as vectors and relations are
typically abstracted as operations on the entity vectors. As the
most representative translation based method, TransE [1] repre-
sents both entities and relations as vectors in the same space so that
the embedded entities h and t can be connected by relation r when
triple (h, r , t) holds, i.e., h+r ≈ t . However, TransE has difficulty in
dealing with 1-to-N relations. To this end, TransH [17] allows an
entity to have distinct representations when involved in different
relations by introducing relation-specific hyperplanes. Moreover,
TransR [8] first projects entities from entity space to correspond-
ing relation space and then builds translations between projected
entities. In this paper, to facilitate appropriate characteristics of an
entity when involved in different relations, we apply the loss func-
tion of TransR to our final loss and optimize our proposed model
in a co-training method.
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Our work mainly focuses on exploring the effectiveness of en-
tities representation and relations representation in a knowledge
graph to enhance the performance of neural information retrieval
models.

3 PRELIMINARY
This section first introduces the preliminaries and notations used
in this paper, and then describes the hybrid structure of knowledge
graph we constructed.

3.1 Notations
Like other neural retrieval models, we use click-through data to
train our models.The click-through data used in our study consists
of queries and products with their co-clicked information. We de-
note the set of queries as Q and each query is represented by a
collection of terms q = {t1q , · · · , tmq }. Similarly, the set of products
is denoted by P and each product is represented by a collection of
terms p = {t1p , · · · , tnp }.

3.2 Knowledge Graph Construction
In addition to the textual information from query q and product
p, we construct a hybrid structure of knowledge graph, which is
incorporated into our proposed model as additional relevance sig-
nals. The details of construction are shown as follows.

Query-Product Bipartite Graph. In a search scenario, we typ-
ically have historical query-product interactions from the click-
through data. Here we represent each interaction data as a query-
product bipartite graph GB , which is defined as {(q,Bqp ,p) | q ∈
Q,p ∈ P}, where a link Bqp = 1 indicates that there is an observed
interaction between query q and product p, otherwise Bqp = 0.

Entity-Based Knowledge Graph. In addition to the query-
product bipartite graph, there are some external knowledge can be
linked to query and product descriptions. In this work, we build
a standard knowledge graph GK with entities and relations by
harvesting the search logs in Fliggy.com, which is presented as
{(h, r , t) | h, t ∈ E, r ∈ R}, where E denotes the set of entities, R
denotes the set of relations and each triplet in GK describes that
there is a relationship r from head entity h to tail entity t . Specifi-
cally, the set of entities E is derived from our internal knowledge
base in the production system of Fliggy.com. We employ an entity
linking system to extract entities from queries and product descrip-
tions. There are four key types of entities in the domain of tourism,
as follows.

• Destinations are the basic elements shared by all products
in our online tourism platform. Meanwhile, queries are of-
ten expressed by a combination of a destination name and
the keyword ”tourism” such as ”Beijing tourism”.

• Point of Interests, or POIs, are serval specific point loca-
tions that someone may find useful or interesting. An exam-
ple is a point on the Earth representing the location of West
Lake, which is a famous scenic spot in Hangzhou.

• Hotel Brands are often found in queries, which can be used
to represent a preference for a particular type of hotel like
Marriott. Moreover, the hotel brand is a basic attribute of
hotels.

• Category Taxonomy Tree is built by our platform. Prod-
ucts delivered by sellers are classified into a suitable leaf cat-
egory. The similarity between products with same category
is much higher than that of different categories.

Then we regard these four key types of entities as relations to con-
nect queries and products, and obtain the entity-based knowledge
graph GK .

Hybrid Knowledge Graph. Here we define our final knowl-
edge graph, which encodes query-product bipartite graph GB and
entity-based knowledge graph GK as a unified relational graph.
We first represent each query-product interaction in GB as a triplet
(q, Interact,p), where Bqp = 1 is represented as an additional re-
lation Interact between query q and product p. Then based on the
entity-based knowledge graph, GB can be seamlessly integrated
with GK as a unified graph G = {(h, r , t) | h, t ∈ Ê, r ∈ R̂}, where
Ê = E ∪ Q ∪ P and R̂ = R ∪ {Interact}. Finally, We integrate
this knowledge graph G into neural retrieval models in the next
section.

4 OUR PROPOSED MODEL
Our goal is to combine the advantages of both graph embedding
methods and neural retrieval approaches. The Framework of our
proposed model is illustrated in Figure 3. Our model takes a query
q, a product p and their corresponding sub-graph as input, and
outputs the relevance score between a query and product.
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Figure 3: Illustration of the proposed KENRMmodel.

4.1 Entity Propagation
For the input corresponding sub-graph, we treat query q (or prod-
uct p) as the seed in the knowledge graph G, and extend along the
links to form multi-hop neighbors N k

q , k = (1, 2, · · · ,H ). The hop
neighbors set N k

q is the set of knowledge triples that are k-hop
away from the seed q. These multi-hop sets are used to interact
with the embedding of entity q iteratively. To be more specific, the
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set of k-hop relevant entities for query q is defined as:

Ekq = {t | (h, r , t) ∈ G and h ∈ Ek−1q }, (1)

where E0
q = {q}.

Thek-hop neighbors set of queryq is defined as the set of knowl-
edge triples in Equation (2):

Nk
q = {(h, r , t) | (h, r , t) ∈ G and h ∈ Ek−1q }. (2)

In practice, we sample a fixed-size set of neighbors instead of using
a full set to reduce the computation overhead.

4.2 Knowledge Graph Embedding
Knowledge graph embedding is an effective way to parameterize
entities and relations as vector representations, while preserving
the graph structure. Specifically, each input q is associated with
an entity embedding Vq ∈ Rd , where d is the dimension of entity
embeddings. Given the entity embeddingVq and the k-hop neigh-
bors set Nk

q of query q, each triple (hi , ri , ti ) in Nk
q is assigned a

relevance probability by comparing query q to the head hi and the
relation ri in this triple:

αi =
exp(VT

q RiVhi )∑
(hj ,r j ,tj )∈Nk

q
exp(VT

q RjVhj )
, (3)

where Ri ∈ Rd×d and Vhi ∈ Rd are the embeddings of relation
ri and head hi , respectively. The relevance probability αi can be
regarded as the similarity of query q and the entity hi measured
in the space of relation Ri . After obtaining the relevance probabili-
ties, we take the sum of tails inNk

q weighted by the corresponding
relevance probabilities, and the vector Ok

q is returned:

Ok
q =

∑
(hi ,ri ,ti )∈Nk

q

αi ×Vti , (4)

where Vti ∈ Rd is the embedding of tail ti . The vector Ok
q can be

seen as the k-order attention with respect to query q. The embed-
ding of query q is calculated by combining all hop representations,
which is formulated as follows:

V̂q = Vq +

H∑
k=0

Ok
q . (5)

The same process is applied to the product p and then V̂p can be
obtained.

4.3 Text Embedding
Given a query q and a product p, the textual matching component
regards the query terms q = {t1q , · · · , tmq } and the product terms
p = {t1p , · · · , tnp } as input. Specifically, We first employ an embed-
ding layer to convert each term into a l-dimensional vector repre-
sentation, generating a matrix representation for the query q and
product q, where Sq ∈ Rm×l and Sp ∈ Rn×l . In the following,
we introduce our representation learning method with multi-head
self-attentive neural network [16] in Equation (6):

Ŝq = Multi − Head(Sq )

Ŝp = Multi − Head(Sp ),
(6)

where Ŝq ∈ Rm×l and Ŝp ∈ Rn×l . Then, to measure the similar-
ity between the query and the descriptions of product, we match
the query with the product by taking the dot product between the
query representation matrix Ŝq and the product representation
matrix Ŝp :

M = Ŝq ŜT
p , (7)

where M ∈ Rm×n , and Mi , j can be considered as the similarity
score by matching the query phrase vector Sq,i with the product
phrase vector Sp, j . The similarity matching matrix M is further
normalized with range [0, 1] through a softmax function:

Mi , j = so f tmax(Mi , j ) =
eMi , j∑n

k=1 e
Mi ,k

. (8)

Then we perform two pooling steps to generalize exact matches
and soft matches in the similarity matrix M to obtain discrimi-
native feature vectors. The first step is max pooling along query
dimension:

VM = [max(M1,:),max(M2,:), · · · ,max(Mm,:)], (9)

where VM ∈ Rm . The second step is bin pooling to count the
matches at different strength [4]:

V̂k
M = loд

∑
i
I(sdk ≤ Vi

M ≤ edk ), (10)

where I is the indicator function. sdk and edk is the range for k
bin. V̂k

M is the number of product terms whose scores fall into this
bin.

The max-pooling matches each query term to its closest prod-
uct term using embeddings, which is the exact match if one ex-
ists. Its score describes how closely related a product term is to
the query. The bin-pooling counts the number of query term with
different connection strength to the product. The bin with range
[1, 1] counts the exact matches, and the other bins generate soft
match signals. The two pooling steps together summarize the term
matches to query-product ranking evidence.

4.4 Fusing Heterogeneous Information
We build a fusion layer called Tensor Fusion Layer [19] in our pro-
posed model for further feature fusion, which is defined as the fol-
lowing vector field using a 3-fold Cartesian product:

{(v̂q , v̂p , v̂M ) | v̂q ∈
[
V̂q
1

]
, v̂p ∈

[
V̂p
1

]
, v̂M ∈

[
V̂M
1

]
}. (11)

Each neural coordinate (v̂q , v̂p , v̂M ) can be seen as a 3-D point
in the 3-fold Cartesian space. This Equation (11) is mathematically
equivalent to a differentiable outer product between the query en-
tity representation V̂q , the product entity representation V̂p , and
the text matching representation V̂M :

Z =
[
V̂q
1

]
⊗
[
V̂p
1

]
⊗
[
V̂M
1

]
, (12)

where ⊗ indicates the outer product between vectors and Z ∈
Rd×d×l . Then we employ a multi-layer perceptron to obtain the
relevance score between the input query q and product p:

r = MLP(Z). (13)
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4.5 Model Training
In the training stage, we use a pairwise ranking loss to train our
neural retrieval model. Given a search query q along with a posi-
tive product p+ and some negative products P−, the ranking loss
is defined as follows:

Lrank =
∑
q

∑
p−∈P−

max(0, 1 − r+ + r−). (14)

At the same time, for each observed triple (h, r , t) ∈ G, we follow
the existing work called transR [8] and define the score function
as:

f (h, r , t) = ∥Rh + r − Rt ∥2, (15)

the training of TransR considers the relative order between the
valid triplets and broken ones, and encourages their discrimination
through a pairwise ranking loss:

LKG =
∑

−ln δ (f (h, r , t ′) − f (h, r , t)), (16)

where (h, r , t ′) < G is a new triplet by randomly replacing tail
entity.

Finally, we have the objective function to learn Equations (14)
and (16) jointly, which is formulated as follows:

LKENRM = Lrank + β · LKG , (17)

where β is a tunable parameter. In our experiment, we just empir-
ically set β = 0.1.

We apply Adam [7] method with mini-batches to optimize the
loss function given in Equation (17). Meanwhile, the early stopping
strategy is used to prevent over-fitting.

5 EXPERIMENT
This section describes the dataset, evaluation metrics, baselines,
and implementation details of our experiments. Then, we evalu-
ate our proposed method aiming to answer the following research
questions:

• RQ1 : How does our proposed model compare to the state-
of-the-art neural retrieval models?

• RQ2 : How does each module in our proposed model con-
tribute to the final results?

• RQ3 : How is our proposed approach dealing with the long-
tail problem of click-through data?

5.1 Dataset And Metrics
To evaluate our proposed model, we collected a large query log
dataset during a three month window from October 2019 to De-
cember 2019 on Fliggy.com.The dataset is composed of more than
7.5 million query and product pairs, of which there are more than
1.7million unique queries andmore than 1million unique products.
We randomly split the data into training and validation dataset
with the ratio 99% : 1%, and we make sure there are no shared
query and product pairs in the training and validation dataset. All
queries and products’ descriptions are segmented by AlibabaWord
Segmenter.

Our knowledge graph consists of query-product bipartite graph
and entity-based knowledge graph. Besides the query-product bi-
partite graph, we need to construct a query and product entity-
based knowledge graph for our dataset. We map queries and prod-
ucts into entities in our production systems via text matching if
there is a mapping available. The details of our dataset are listed in
Table 1.

Table 1: Dataset statistics.

Statistics Value
# queries 1,785,091
# products 1,037,237

# vocabularies 92,100
# entities 2,848,384
# relations 5
# triplets 3,916,290

In our evaluation, we adopt Mean Average Precision (MAP) and
Normalized Discounted Cumulative Gain (NDCG@k) as our eval-
uation metrics. MAP measures the mean of the average precision
scores for each query in a set of queries. NDCG@k is used to cap-
ture multiple relevance levels. We regard the products returned by
the our search engine in the SRP (Search Results Page) for each
test query as candidates, and evaluate ranking performance of dif-
ferent models on those candidates. The products shown in the SRP
for each test query are automatically labeled based on user-specific
actions by three grades of relevance, irrelevant (0), somewhat rele-
vant (1), very relevant (2), which correspond to not clicked, clicked,
and clicked and purchased products, respectively.

5.2 Baselines
We compare our proposed KENRM model to a number of neural
ranking models designed for standard ad hoc retrieval tasks. All
comparisonmethods can be divided into three sets: representation-
based models (DSSM, CDSSM), interaction-based models (DRMM,
K-NRM, Conv-KNRM) and a combined model (DUET). The details
of all baseline methods are shown as follows.

• DSSM [6] is an early neural model that directly maps word
sequences to character-level trigrams using a word hashing
layer, and then feeds the dense hashed features to a multi-
layer perceptron for similarity learning representations.

• CDSSM [13] replaces the multi-layer perceptron in DSSM
with a CNN layer to capture local contextual signals from
neighboring character trigrams.

• DRMM [4] uses histogram to summarize the word-level
similarities into ranking models.

• K-NRM [18] uses kernels to summarize word-level interac-
tions with word embeddings and provide soft match signals
for learning to rank.

• Conv-KNRM [2] uses convolutional neural networks to
represent ngrams of various lengths and soft-matches them
in a unified embedding space.

• DUET [10] combines interaction based method and repre-
sentation basedmethodwith a global component for seman-
tic matches and a local component for exact matches.
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To enable fair comparisons with the baselines, we adopt the
same training strategies in all our experiments, including embed-
dings, optimizer, and hyper parameter settings. We train word2vec
[9] embedding with a learning rate of 0.025 and the SGD optimizer
in our training corpus of Fliggy.com, which is used to initialize the
word vectors embedding layer. The number of self-attention head
is set to 2 in our proposed model. Termmatching scores are binned
into 5 bins: [0, 0.25), [0.25, 0.5), [0.5, 0.75), [0.75, 1), [1, 1], we discard
the negative bins as negative cosine similarities.

5.3 Retrieval Performance
To answer RQ1, we conduct our main experiments and list the
results of baselines and our proposed model in Table 2. We can
see that the performance of representation-based models (DSSM,
CDSSM) are consistently worse than the interaction-based mod-
els (DRMM, K-NRM, Conv-KNRM) in our dataset. In particular,
CDSSM suffers more than DSSM, showing that a more complex
model may lead to lower effectiveness. The best neural baseline
is DUET, which demonstrates that combining two types of neural
models can improve ranking performance.

In comparison, our proposed KENRM model achieves high ef-
fectiveness on all metrics, beating all neural baselines by a large
margin. We believe that effectiveness gains mainly come from two
aspects: 1) Our proposed model incorporates graph information to
enhance the representations of query and product, which provides
additional relevance signals in this retrieval task; 2) Tensor Fusion
Layer provides a better fusion of graph embedding and text embed-
ding.

5.4 Ablation Study
To better understand the contribution of each module in our pro-
posed KENRM model and answer RQ2, we conduct an ablation
study by removing each component step by step. Here, we aim to
study how the sub-graph of query and product, multi-head atten-
tion, max-bin pooling and tensor fusion modules contribute to our
model effectiveness. The results are shown in Table 3 with each
row denoting the removal of a specific module. For example, the
row ”− query graph” represents removing query sub-graph mod-
ule and the row ”− tensor fusion layer” means replacing tensor
fusion layer with concatenation layer.

From the first three rows ”− query/product/both graph(s)”, we
can see that removing query and product sub-graphs from knowl-
edge graph leads to a significant effectiveness drop, which means
query and product sub-graphs provide additional relevance signals
to enhance the performance of neural retrieval model. Also, remov-
ing tensor fusion layer makes the results consistently and signifi-
cantly worse, which confirms that this module can obtain a better
fusion of heterogeneous information. Turning our attention to the
last two rows, we observe that removing multi-head self attention
layer or max-bin pooling layer both lead to significant drops in our
datasets. This suggests that multi-head self attention layer is more
suitable to process bag-of-word textual information, and max-bin
pooling layer can combine exact match signals and soft match sig-
nals to provide a better performance.
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Figure 4: Retrieval performance regarding the long-tail
problem in our dataset.

5.5 Long Tail Problem
To answer RQ3, we divide search queries into 8 groups accord-
ing to their occurrence frequency ranks in our dataset and plot
the averaged relative performance gains of our proposed KENRM
model in each group with the best neural baseline DUET in Figure
4. All of their relative gains increase in the first 4 groups because
the commercial search engine performs relatively better on pop-
ular queries. In the last 4 groups where increasingly fewer train-
ing samples are provided, the performance of DUET starts to de-
cline dramatically, while our proposed model still remains robust.
This suggests that neural retrieval models indeed suffer from over-
fitting problems on those rare queries in the training data and our
proposed graph embedding-based approach provides an effective
solution.

6 CONCLUSION
In this work, we propose a novel Knowledge Enhanced Neural
Relevance Matching model (KENRM) for product search in the
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Table 2: Main results on our dataset. The best results on each metric are bold.

Model NDCG@1 NDCG@5 NDCG@10 NDCG@20 MAP
DSSM 0.3589 0.5925 0.6338 0.6525 0.5466
CDSSM 0.3307 0.5724 0.6167 0.6363 0.5255
DRMM 0.4502 0.6380 0.6768 0.6959 0.6041
K-NRM 0.4250 0.6269 0.6648 0.6840 0.5882

Conv-KNRM 0.4409 0.6418 0.6796 0.6961 0.6035
DUET 0.4805 0.6667 0.7012 0.7174 0.6313
KENRM 0.5188 0.7002 0.7302 0.7431 0.6642

Table 3: Ablation Study.

Model NDCG@1 NDCG@5 NDCG@10 NDCG@20 MAP
KENRM 0.5188 0.7002 0.7302 0.7431 0.6642

- query graph 0.4502 0.6385 0.6768 0.6959 0.6041
- product graph 0.4435 0.6362 0.6740 0.6927 0.5999
- both graphs 0.4292 0.6307 0.6687 0.6872 0.5925

- tensor fusion layer 0.4537 0.6466 0.6834 0.7009 0.6103
- multi-head attention 0.5003 0.6894 0.7203 0.7335 0.6515
- max-bin pooling 0.4781 0.6751 0.7076 0.7217 0.6361

domain of online tourism, which integrates a hybrid structure of
knowledge graph into a neural ranking model in an end to end
fashion. We design an entity embedding propagation layer, which
adaptively aggregates the embedding of multi-hop neighbors to
update representation of query or product. Through extensive ex-
periments on a real-world dataset of online tourism search, we
demonstrate that our proposed approach can successfully combine
both the advantages of graph embedding models and neural re-
trieval models. To be more specific, experimental results show that
KENRMenables neural models to effectively deal with the long-tail
sparsity problem and combine heterogeneous external information
to improve search accuracy. We also conduct an ablation study to
verify the importance of each model component.

This work explores the potential of incorporating a knowledge
graph to enhance the performance of neural retrieval models in
the search scenario. In the future, we will focus on the knowledge
graph to better understand the query, user and products.
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