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Figure 1: RIT Boston team’s CBB-FE multimodal product classification system

ABSTRACT
For SIGIReCom’20 multimodal product classification and retrieval
challenge, we proposed a solution that consisting of (a) fine-tuning
feature extractors from text and image modalities respectively, (b)
fusing multimodal features to train a classifier for the first task
on product classification, and (c) using a similarity search method
to retrieve product images from their text titles. Utilizing latest
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technology development on pre-trained models, we used Camem-
BERT and BiT models for their superior performance in uni-model
setups. Then, several fusion mechanism have been compared and
the Highway network based fusion was found to be optimal. Simi-
larly, leveraging on the high performance of multimodal features,
our cross-modal retrieval system can be built up on top of any
similarity-search tool. Our solution has advantages on its modular
design and can use pre-trained models’ representation learning abil-
ities. On final score board, our multimodal product classification
system achieves a macro-F1 90.22%, which is very competitive (lag-
ging the winning solution only 1.3%). For the cross-modal retrieval
task, our system ranked 3rd with a recall @1 of 23.30%.
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1 INTRODUCTION
Product item categorization (IC), is a core technology in the modern
e-Commerce area. Since a very large number of products (millions
or even more) are listed in an eCom market, it’s important to build
an effective and convenient taxonomy so that buyers could quickly
locate the products of their interest or need. Consequently, a hierar-
chy structure with more than 10𝐾 leaf nodes is utilized to categorize
a massive number of products into different nodes.

In spite that IC shares the same setup as a text classification
task, it possesses its unique aspects, including (a) a large number of
classes, (b) a severe long-tailed distribution of labels, and (c) noisy
raw inputs due to the fact that these inputs are generally provided
by merchants in a heterogeneous way. These unique aspects make
IC be a challenging task in practice.

Products have their titles/descriptions in text modality and im-
ages in vision modality. Most of IC studies have been focusing on
using text-based cues, but, apparently, images of products provide
useful clues for a more accurate IC. For example, in some sub-areas
like fashion, information conveyed through photos is richer and
more accurate than that through the text channel. [12] proposed
a multimodal IC (MIC) system for classifying products on Wal-
mart.com by using titles and photos. A multi-label classification
was conducted on about 1.2𝑀 product. The goal was classifying
products to shelves, from 2890 possible choices. Each product is
typically assigned to more than one shelf (3 on average). They built
a textCNN [4] text model and a VGG-based image model. Then,
they designed several policies to fuse two models’ decisions. Com-
pared to uni-models’ performance, multimodal IC shows promising
performance improvements.

In this paper, we described our submissions designed for solving
the SIGIReCom’20 Workshop Multimodal Product Classification
and Cross-modal Retrieval Challenge tasks. Our report was or-
ganized as follows: Section 2 recaps essential information of the
challenge; Section 3 depicts our MIC system in details, including
feature extraction (FE) and fusion layer for predicting product
type code, and the product image retrieval system using product
titles; Section 4 illustrates our experiments during the challenge,
including model building at the stage-1 (by July 15th) and final test-
ing results at the stage-2; At last, Section 5 discusses our findings
based on experiments.

2 TASK
The Rakuten Multimodal Product Classification and Retrieval Chal-
lenge contains two tasks. The first task requires to predict a product
to one of 27 product type codepre-defined in Rakuten France.
For a product, its title (mostly in French), image, and an optional
description (appearing in about 65% titles in the training set) , are
provided as raw inputs. In the cross-modal retrieval task, presented
with the text of the products, the goal is to retrieve the images
corresponding to the products.

For this challenge, Rakuten France has released approximately
99𝐾 products, including a training set (84, 916) and test set (13, 812).
The test set was released at two stages. In the stage-1 (before July
15th), only about 10% of the test set was available. The entire test
set was released after July 15th. For the classification task, the
metric used in the challenge is macro-F1 among all 27 labels. For the

Figure 2: Number of products on 27 type code classes show a
long-tailed distribution pattern

retrieval task, themetric is recall at 1 (𝑅@1) on held out test samples.
Figure 2 shows the number of products among all 27 product type
codeclasses. A long-tailed distribution pattern is clearly shown.
On all training data, we used Google Sheet’s language detection
function to identify titles’ languages. We found that 85% are in
French and about 15% in English and also in other languages.

3 MODEL
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Figure 3: Our proposed MIC system consists of feature ex-
tractors on texts and images respectively, a fusion layer to
fuse multimodal features, and its final softmax classifier to
predict product type code

As shown in Figure 3, our MIC model consists of feature extrac-
tion (FE) parts from uni-modal channels (i.e., text titles and images),
a fusion part to obtain multimodal features, and a softmax classifier
to make final predictions.
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3.1 Text FE methods
Regarding the text FE part, we tried two methods, i.e., standard text
CNN model [4] and a more recent transformer-based BERT model
[1], CamemBERT [9], which is a special version RoBERTa [7] style
BERT trained on French data

Similar to BERT, RoBERTa uses masked language modeling ob-
jective to pre-train, wherein the model learns to predict masked
sections of text from large-scaled raw text samples. It showed sev-
eral improvements in comparison to BERT, including (a) removing
BERT’s next-sentence pre-training (NSP) objective, (b) training
with much larger mini-batches and learning rates. These improve-
ments allow RoBERTa to enhance the masked language modeling
objective compared with BERT and lead to a better downstream
task performance.CamemBERT was trained on 136𝐺𝐵 French data
[11].

3.2 Image FE methods
Regarding the image FE part, we fine-tuned the pre-trained image
classification models on product images in the challenge dataset.
Two pre-trained models were used in this study. The first model is
the ResNet with 152 layers [2], denoted as ResNet-152 model. The
ResNet-152 model was pre-trained on the ILSVRC-2012 dataset that
contains 1.28𝑀 images with 1000 classes.

The second model, Google’s Big Transfer (BiT) model [6], is a
new one released in late May 2020. It reflects recent years’ tech-
nology developments on pre-training of supervised dataset. The
BiT model is based on a standard ResNet model and is trained
with the following improvements, i.e., (a) increasing depth and
width, replacing BatchNorm (BN) with Group Normalization and
Weight Standardization (GNWS), and pre-training on a very large
and generic dataset for many more iterations. We used BiT-M, a
ResNet-152x4 model, which was pre-trained on the ImageNet 21𝐾
dataset that contains 14𝑀 images with 21𝑘 classes. Compared to
the ResNet-152, the BiT-M was trained with more than 10 times
more images of about 20 times more classes.

3.3 Multimodal fusion
Regarding combining features from text (𝑓𝑡 ) and image domains (𝑓𝑣 )
to form a multimodal feature for predicting product type code,
we considered two options.

The first option uses a highway network [10] to add the con-
catenated features through its two formats, i.e., one from a linear
transformation and the other one from a non-linear transformation.
This method has been employed in previous NLP research when in-
tegrating different word embedding vectors [5]. The second option
uses a tensor fusion to model interactions between two modalities.
Simply speaking, the tensor fusion method computed outer prod-
ucts between 𝑓𝑡 and 𝑓𝑣 and then learned an affine transformation to
map onto multimodal feature vector 𝑓𝑚 . We applied a special tensor
fusion approach, low rank multimodal fusion (LMF) proposed in
[8] in this challenge.

3.4 Cross-modal Retrieval Model
In order to retrieve the most relevant image from product title data,
we use a simple vector similarity approach.

Figure 4: Model structure for cross-modal retrieval task

Using the fine-tuned CamemBERT model, we encode text data
from test set and generate feature representations, 𝑓𝑡𝑒𝑥𝑡 . We then
calculate the L2 Euclidian distance between 𝑓𝑡𝑒𝑥𝑡 and the encoded
product title data from the training set. We made use of FAISS [3]
to efficiently calculate the L2 distance and the index of k nearest
neighbors. After finding the indices of k nearest neighbors to the
text input, we get the feature representations of k images from
the training set. We then calculate weighted average to get 𝑓𝑖𝑚𝑎𝑔𝑒 ,
which can be seen as the feature representation of the image that is
most relevant to the input text. Weight values are calculated from
the inverse of the L2 distances. As a final step, we run another FAISS
module to compute L2 distance between 𝑓𝑖𝑚𝑎𝑔𝑒 and the encoded
product image data from the test set, and get the closest image
representation from the test set.

4 EXPERIMENT
4.1 Setup
The training set was split into the three parts: FE-train, fusion-
train, and fusion-dev sets with 80%, 16% and 4% percentages. The
FE-train set was used to train or fine-tune uni-modal FE networks.
Then, the learned FE networks were applied on both fusion-train
and fusion-dev sets to extract multimodal features. The fusion layer
and softmax classification layer were trained on the fusion-train
set.

Codes in our experiments were developed on PyTorch. For image
feature extraction, we used ResNet-152x4 fromBiT1. For text feature
extraction, we used Camembert/Camembert-large from hugging
face2. The hyper-parameters when running experiments were as
follows: CamemBERT uses a learing rate 3𝑒−5, Adam optimizer, and
20 epochs. BiT (ResNet-152x4) used 10000 steps with default setting.
The fusion methods used a learning rate 0.01, Adagrad optimizer,
and 20 epochs.

4.2 Result
4.2.1 Stage 1. Table 1 reports on the evaluation results (macro-
F1 among 27 labels) on uni-models (on stage-1 test set). On texts,
CamemBERT model has a large macro-F1 improvement than the

1https://github.com/google-research/big_transfer
2https://huggingface.co/camembert-base
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textCNN model (6.42% F-1 increase). On product images, new BiT
model has a quite large macro-F1 improvement than the ResNet-
152 model (13.32% F-1 increase). This pattern suggests that pre-
training on large-scaled dataset improves models’ performance on
downstream tasks.

Modality Model macro-F1 (%)
Text textCNN 80.58
Text CamemBERT 87.2
Image ResNet 60.65
Image BiT 73.97

Table 1: IC using uni-modal features; This training helps to
fine-tune pre-trained models to better fit to the challenge
data set.

Table 2 reports on the evaluation results on fusion models jointly
using text and image features. If using the highway network fusion
layer, the bi-model’s performance is 90.51% and suppresses any uni-
model result (CamemBERT 87.2% and BiT 73.97%). This showed that
using multimodal cues plays an role for improving IC performance.
When using low-rank multimodal fusion network to be the fusion
layers, the performance was 89.5%, slightly worse than the highway
network method.

Ensemble models generally can improve performance and this
strategy has been widely used in previous Kaggle data challenges.
We ensembled 4 fusion models that were trained on different ran-
dom seeds. Compared to single model’s performance, ensemble
models showed further improvements. Highway network fusion
can be improved to 90.82% and LMF fusion can be improved to
90.75%.

Models Fusion method macro-F1 (%)
CamemBERT + BiT Highway network 90.51
CamemBERT + BiT LMF 89.5
Ensemble C+B (n=4) Highway network 90.82
Ensemble C+B (n=4) LMF 90.75

Table 2: On top of text feature extractor based on Camem-
BERT and image feature extractor based on BiT, two fusion
methods’ performance when using single model or an en-
semble of 4

Table 3 reports on the task-2 evaluation result using our simple
FAISS [3] solution. When using nearest 3 title’s corresponding
images to compute an searching vector, we could retrieve 42.34%
images from the stage-1 test set.

K Method Metric (𝑅@1)
10 ave. 20.95
10 weighted ave. 36.50
3 ave. 24.5
3 weighted ave. 42.34

Table 3: Using FAISS [3] to retrieve images from titles

4.2.2 Stage 2. In the stage 2, 10 times larger test set was provided.
We selected both classification and retrieval systems with the high-
est performance in the stage-1 experiments and made our final
submissions. Table 4 reports on our final performance metrics, cor-
responding ranks, and relative loss to top teams. We can find that
our multimodal classification method is competitive and its perfor-
mance is close to the top system. On the retrieval task, our rank
is within top 3. However, due to the fact that our retrieval system
uses a design principle of fully using vector similarity computation,
it still has a large room to improve.

Task Metric Rank loss to top (%)
Classification 90.22 5th 1.3%
Retrieval 23.30 3rd 32%

Table 4: RIT-Boston team’s final performance on both prod-
uct classification and cross-modal retrieval tasks.

5 DISCUSSION
We obtained the following important findings. First, pre-trained
models on both text and image domains showed improvements
on down-stream tasks. Simply fine-tuning these models on the
challenge’s about 80𝐾 training instances, we could gain proper
feature extraction. For example, compared to the textCNN model,
fine-tuning CamemBERT showed a noticeable improvement (6.42%
F-1 improvement). Second, recently released BiT model demon-
strated its larger improvement than ResNet. When fine-tuning on
the challenge data set, a substantial F-1 improvement (13.32%) is
demonstrated. Third, products’ visual information plays important
contributions to the IC task. By jointly using multimodal cues, we
observed more improved macro-F1 than simply using text inputs.
Fourth, dense vectors computed from nowadays pre-trained text
and image models are quite informative. Only utilizing vector sim-
ilarity computation, e.g., FAISS, a simple retrieval system can be
built up easily with moderate performance.
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