
A Session-aware DeepWalk Model for Session-based
Recommendation

Kaiyuan Li
Beijing University of Posts and

Telecommunications
Beijing, China

tsotfsk@bupt.edu.cn

Pengfei Wang
Beijing University of Posts and

Telecommunications
Beijing, China

wangpengfei@bupt.edu.cn

Long Xia
Baidu Inc

Beijing, China
long.phil.xia@gmail.com

Abstract
Session-based recommendation is the task of recommending
the next item a user might be interested in given partially
known session information. Due to the diversity of interac-
tions, only a part of the sessions contains product interac-
tions. It is necessary to consider these sessions separately for
better recommendations. In this paper, we describe our solu-
tion for SIGIR ecom 2021 Data Challenge. We first build two
graphs based on the browsing and product interactions in
sessions and apply the DeepWalk metric on these graphs to
pre-train node embeddings respectively. For sessions having
product interactions, we apply GRU on products to recom-
mend users’ next choices, while for sessions without product
interactions, we directly analyze similarities between ses-
sions and products for the recommendation. Our solution
achieves an overall MRR@20 of 0.2628, which wins third
place in the final leaderboard.

Keywords: DeepWalk, Session-based Recommendation, Data
Challenge

1 Introduction
In this paper, we focus on the first task of SIGIR ecom 2021
Data Challenge[7], which is a session-based recommenda-
tion task aiming to predict the next interactions between
shoppers and products based on the previous product in-
teractions and searching queries within a session. In this
task, pageview and product interactions in sessions are two
important factors we need to consider. The different interac-
tions can divide sessions into two parts: sessions containing
product interactions, and sessions only containing page view
interactions. We assume that these two types of sessions may
indicate different user intentions. In addition, fusing these
two different types of sessions into a unified framework is
difficult, it is necessary to model them separately for a better
recommendation.
To address this issue, in this paper, we design a session-

aware DeepWalk model for recommendation. Specifically,
we first build two graphs based on the browsing and prod-
uct interactions in sessions respectively. Based on these two
heterogeneous graphs, we then apply the DeepWalk metric
on them to pre-train node embeddings. With the learned
node representations, for sessions having product interac-
tions, we apply GRU on products to recommend users’ next

choices, while for sessions without any product interactions,
we directly analyze similarities between session and product
nodes for recommendation. Our solution achieves an overall
MRR@20 of 0.2628.

2 Motivation
In this section, we give a brief view of our motivation. We
first make some analysis on the browsing interactions file.
We found there exists duplicate user behaviors in sessions (
i.e., user may click the same URL several times). To simplify,
we remove all duplicated records by keeping the latest one.
The statistics are shown in Table 1.

Table 1. The statistics of browsing data.

Property Raw Data Processed Data

# of sessions 5,408,429 5,408,429
# of products 60,182 58,711

# of all product interactions 10,489,498 4,182,749
# of pageview interactions 26,699,519 14,219,947

# of URLs 517,740 517,740

An interesting observation is that we find 66.2% of ses-
sions only containing page view interactions. As cold start
sessions, directly recommending products to these sessions
is challenging. It is necessary to model these two types of
sessions (sessions containing product interactions, and ses-
sions only having page view interactions) separately for a
better recommendation. Given this, we define two sub-tasks
to address this issue: recommendation for sessions having
product interactions, and recommendation for sessions only
containing page view interactions.

3 Methodology
In this paper, we propose our session-aware DeepWalkmodel
in detail, the structure of our model is shown in Fig. 1. In
the following, we will give the design for two sub-tasks
respectively.
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Figure 1. The overall architecture of our solution. For sessions having product interactions, we build a product-product
graph and use DeepWalk to pre-train the node embeddings. After this, we use four strategies to initialize the GRU model
and mix the sessions’ query embedding to recommend products. For sessions only having page view interactions, we build a
session-URL-product graph and use DeepWalk to pre-train the node embedding. After this, we use cosine to analyze similarities
between session nodes and product nodes to recommend products.

3.1 Recommendation for sessions having product
interactions

There are three main stages for the sub-task of recommend-
ing for sessions having product interactions, including the
pre-training stage, recommendation stage, and recall stage.

3.1.1 Pre-training Stage on Product-Product Graph.
Considering product interactions canwell reveal users’ inten-
tions, we construct a product-product graph by extracting
all product interactions from sessions, where its nodes de-
note all interacted products in sessions, and each edge of it
means these two corresponding products co-existed in the
same session, and we use the occurrences of them as the
weight of the edge.

After building the graph, we then use DeepWalk [6] to
learn the representations for these nodes.

3.1.2 Recommendation Stage. For each session 𝑠𝑝 that
has product interactions, we apply GRU to scan all its in-
teracted products to obtain its sequential representation,
denoted as ®ℎ𝑠𝑒𝑞𝑠𝑝 .

Considering that only using limited product interactions
may weaken the recommendation performance, we further
fuse search interactions into our model to capture users’ in-
tentions. Specifically, bases on the query embeddings offered,
for each session 𝑠𝑝 , we use average pooling to aggregate all its
queries to represent its general interest, denoted as ®ℎ𝑔𝑒𝑛𝑒𝑟𝑎𝑙𝑠𝑝 .

Based on ®ℎ𝑠𝑒𝑞𝑠𝑝 and ®ℎ𝑔𝑒𝑛𝑒𝑟𝑎𝑙𝑠𝑝 that capture the sequential prop-
erty and general interest of session 𝑠𝑝 , the probability of
choosing one product is written as :

𝑃 (𝑣𝑖 |𝑠𝑝 ) =
𝑒𝑥𝑝 (( ®ℎ𝑠𝑒𝑞𝑠𝑝 + ®ℎ𝑔𝑒𝑛𝑒𝑟𝑎𝑙𝑠𝑝 ) · ®𝑣𝑖 )∑

𝑣𝑗 ∈𝐼 𝑒𝑥𝑝 ((( ®ℎ
𝑠𝑒𝑞
𝑠𝑝 + ®ℎ𝑔𝑒𝑛𝑒𝑟𝑎𝑙𝑠𝑝 ) · ®𝑣 𝑗 )

(1)
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where 𝐼 denotes all products, 𝑣𝑖 ∈ 𝐼 denotes 𝑖-th product, and
®𝑣𝑖 represents the embedding of 𝑣𝑖 . We then maximize the log
probability over the session data as follows:

𝐿 =
∑
𝑠𝑝

∑
𝑣𝑖 ∈𝑠𝑝

𝑙𝑜𝑔𝑃 (𝑣𝑖 |𝑠𝑝 ) (2)

3.1.3 Multi-Channel Recall Stage. We consider four dif-
ferent product initialization strategies for recommendation:

• Random Embedding: We use random initialization
as in [2] to initialize the product embeddings.

• DeepWalk Embedding: We utilize product embed-
dings learned in our pre-train stage for recommenda-
tion.

• Text Embedding: We use the text embedding offered
to initialize the product embeddings.

• Image Embedding: We use the image embedding of-
fered to initialize the product embeddings.

Based on the four initialization strategiesmentioned above,
we obtain four different models by changing product embed-
ding in Eq.2. We use Adam[4] to train our model. With the
learned parameters, given a session 𝑠𝑝 , for each candidate
product 𝑣𝑖 , we calculate the probability 𝑃 (𝑣𝑖 |𝑠𝑝 ) according
to Eq.1 under four different product initialization strategies,
and sum them as its final score. We then rank the products
according to their scores and select the top 20 results as the
final result.

3.2 Recommendation for Sessions Containing Only
Page View Interactions

For the task of making recommendations for sessions only
having page view interactions, we then use all browsing
interaction data to construct a session-url-product graph to
learn their relations. Based on the learned embeddings of
sessions and products, we then analyze their similarities for
recommendation.

3.2.1 Pretraining on Session-URL-ProductGraph. Con-
sidering this type of session has no product interactions,
which brings difficulty to directly make a recommendation.
To address this issue, we first construct a session-url-product
graph to analyze their relations, where its nodes contain all
sessions, URLs, and products. For session nodes, we link
them with their interacted URL and product nodes, for prod-
uct nodes, we link them with their corresponding URL nodes.
After building the graph, we then use DeepWalk to learn the
representations for these nodes.

3.2.2 Embedding-based Retrieval. After getting all ses-
sions and product representations, for each session having
only page view interactions, we use cosine to analyze its
similarities with all products. We rank the results and select
the top 20 products as the final result.

4 Experiments
In this section, we further conduct a series of detailed exper-
iments to analyze the effectiveness of our approach.

4.1 Setup
For each session, we sort its records according to the times-
tamp. We randomly select 3% of these sessions and hold out
the last product to the validation set.
We use DeepWalk provided by DGL[8], and GRU4Rec

provided by RecBole[9]. For hyperparameters of DeepWalk,
in its sampling stage, we sample 10 paths for each node, and
the length of each path is set to 80. In the training stage, the
learning rate is 0.1, the number of negative samples is 5, the
sliding window size is 2 and the embedding size is 128.
For all the sequential models, the maximum sequence

length is 5, the batch size is 4096, the hidden size is 256, and
the learning rate is 1e-4.
For the task of recommending sessions having product

interactions, it needs about 4 hours for training, while for the
task of recommending sessions containing only page view
interactions, it will cost 6 hours. The inference time of our
model is less than 5 minutes.

4.2 Performance Comparison with Different
Product Initialization Strategies

Recall that we design four different product initialization
strategies, and aggregate their results for recommendation.
In this section, we analyze the performance of our model
when utilizing different product initialization strategies sep-
arately. The result is shown in Table 2.

.
Table 2. Performance comparison under different initializa-
tion strategies. The best performance in each column is in
bold font.

Strategy MRR F1 Coverage PopBias

Random 0.2549 0.0655 0.4360 7.69e-5
Text 0.2561 0.0671 0.4350 7.73e-5
Image 0.2593 0.0666 0.4357 7.60e-5

DeepWalk 0.2607 0.0668 0.4363 7.52e-5
Ensemble 0.2628 0.0678 0.4366 7.59e-5

4.3 Performance Comparison with Baselines
We compare our proposed approach against the two follow-
ing baselines:

• Prod2Vec + KNN[1]: a model that use Word2Vec[5]
to pre-train the product embeddings, and then using
the latest product in the session to calculate the cosine
similarity with products.
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• GRU4Rec[3]: a session-based recommendation, which
utilizes GRU to capture sessions’ long-term sequential
behaviors.

For Prod2Vec+KNN, we use the code released by its au-
thors, while GRU4Rec is implemented in PyTorch. The result
is shown in Table 3.

.
Table 3. Performance comparison between the baselines and
our model. The best performance in each column is in bold
font.

Model MRR F1 Coverage PopBias

Prod2Vec+KNN 0.1938 0.0465 0.2708 3.28e-5
GRU4Rec 0.2507 0.0643 0.4324 7.66e-5
Ours 0.2628 0.0678 0.4366 7.59e-5

4.4 Ablation Study
As in our model, we introduce two extra information for
product recommendation, which are query embeddings, and
page view interactions. In this section we conduct ablation
study experiments to analyze their impacts respectively:

• Without query embedding: We remove all query
embedding in the task of recommending for sessions
having product interactions.

• Without pageview sessions: For sessions only con-
taining page view interactions, we ignore all the im-
pacts of these interactions, and directly recommend
top 20 most popular products for each of them.

Table 4 shows the performance of these variation models.

Table 4. Ablation study on the test set.

Strategy MRR

best model 0.2607
w/o query embedding 0.2565
w/o pageview sessions 0.2588

5 Conclusion
In this paper, we adopt a session-aware DeepWalk model
for the session-based recommendation. We find that Deep-
Walk can well improve the downstream tasks. Moreover, for
sessions only having page view interactions, DeepWalk can
generate paths between these sessions and products, which
will effectively alleviate the cold start problem.
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